
http://econ.geog.uu.nl/peeg/peeg.html 

 
 
 
 

Papers in Evolutionary Economic Geography 
 

#18.23 
 
 
 
 

Does related variety affect regional resilience? 
New evidence from Italy 

 
 
 

Giulio Cainelli & Roberto Ganau & Marco Modica 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 



1	
	

 

Does related variety affect regional resilience? 

New evidence from Italy 
 
 
 
 
 
 
 

Giulio Cainelli 

Department of Economics and Management "Marco Fanno", University of Padova 
Via del Santo 33, 35123 Padova, Italy 

Tel: (0039) 0498274227 − Fax: (0039) 0498274221 − E-mail: giulio.cainelli@unipd.it 
 

 

Roberto Ganau* 

Department of Economics and Management "Marco Fanno", University of Padova 
Via del Santo 33, 35123 Padova, Italy 

Tel: (0039) 0498274057 − Fax: (0039) 0498274221 − E-mail: roberto.ganau@unipd.it 
Department of Geography and Environment, London School of Economics and Political Science 

Houghton Street, London WC2A 2AE, United Kingdom 
E-mail: r.ganau1@lse.ac.uk 

 

 

Marco Modica 

Research Institute on Sustainable Economic Growth (IRCrES), National Research Council 
and Gran Sasso Science Institute (GSSI) 

Via M. Iacobucci, 2, 67100 L'Aquila, Italy 
E-mail: marco.modica@gssi.it 

 

 

 

 

                                                             
* Corresponding Author. 



2	
	

 

Does related variety affect regional resilience? 

New evidence from Italy 

 

 

 

Abstract: Although several contributions have studied the effect of related variety on the 

economic performance of firms and regions, its influence on regional resilience – that is, regions' 

capacity to adapt to external shocks – has received little attention. This paper contributes to this 

debate by analysing empirically the relationship between related variety and regional resilience at 

the Italian Local Labour Market (LLM) level. The analysis adopts the definition of regional 

resilience developed by Martin (2012), and employs spatial econometric techniques − besides 

standard non-spatial models − to analyse the role played by related variety as a short-run shock 

absorber with respect to the 2008 Great Recession. The results obtained from the estimation of 

Spatial Error Models suggest that LLMs characterised by a higher level of related variety have 

shown a higher capacity to adapt to an external shock, that is, the Great Recession. This evidence 

is confirmed with respect to two different short-run time horizons, the one-year period 2012-2013 

and the three-year period 2010-2013. 
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1. INTRODUCTION 

The 2008 Great Recession – which hit all European regions, although with different 

intensity – prompted interest in the concept of regional resilience, which refers, from an 

evolutionary perspective, to a region's capacity to react positively to a short-term external shock 

or disruption (Simmie and Martin 2010; Martin 2012). 

With different European regions reacting differently to the same external shock, several 

attempts have been made to identify empirically the main determinants of this regional resilience 

heterogeneity (e.g. Fingleton et al. 2012; Martin 2012; Modica and Reggiani 2014; Bristow and 

Healy 2017; Faggian et al. 2017; Fratesi and Perucca 2017). Among the drivers identified, one of 

the most important appears to be the region's current industrial structure and, in particular, its 

level of related diversification (Boschma 2015). As it is well known, the concept of related 

variety, which has been widely discussed and investigated during the last ten years (Frenken et al. 

2007), stresses that what matters is not the level of productive diversification per se, but the 

presence of diversified domains allowing complementarities to be exploited across different 

industries. These complementarities arise from the existence of shared competencies, and depend 

on the cognitive proximity among local actors (Nooteboom 2000). Although the concept of 

related variety has several theoretical and empirical drawbacks (Iacobucci 2014), it has been 

widely employed in empirical studies. These works generally identify a positive effect of related 

variety on the economic performance of firms and regions, regardless of the country analysed or 

the econometric methodology adopted (e.g. Quatraro 2000; Cainelli and Iacobucci 2012; Cainelli 

et al. 2016; Lazzeretti et al. 2017). 

Despite the relevance of the notions of related variety and industrial relatedness for 

economic geography and regional economics, analysis of their impact on regional resilience is 

scarce. This is surprising given that, according to the evolutionary approach to regional resilience 

(Boschma 2015), industrial relatedness seems to play a relatively important role in the short-run 

ability of regions to absorb an external shock. The few studies that focus on this issue find a 
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positive effect of related variety and industrial relatedness on regional resilience, that is, they 

confirm the "shock absorbing" ability of related diversification. The contribution by Sedita et al. 

(2017) is of particular interest for the Italian case. They employ a simple Ordinary Least Squares 

(OLS) econometric strategy and show that related variety has a positive effect on local resilience 

simply measured as the growth of the employment rate after the 2008 Great Recession. 

The present paper develops this kind of analysis in two directions. First, regional resilience 

is defined following the approach proposed by Martin (2012), and adopted by Lagravinese (2015) 

among others, who defines a resistance index as the ratio between the changes in regional 

employment with respect to the employment change at the national level. Thus, resilience is not 

identified simply with local employment growth, but rather with the ability of the local system to 

react to an exogenous shock − in this case, the 2008 Great Recession. A value of this resilience 

indicator greater than 1 means that the local system is highly sensitive to an exogenous shock; a 

value lower than 1 indicates a highly resilient local system. Second, the empirical analysis, which 

is performed at the Italian Local Labour Market (LLM) level, employs spatial econometric 

techniques in order to provide a more accurate picture of the related variety-resilience 

relationship. 

The main results suggest that LLMs characterised by higher levels of related variety show 

higher capacity to adapt to external shocks. In other words, the analysis identifies related variety 

as being a shock-absorber. 

The paper is organised as follows. The second Section discusses the related literature; the 

third Section describes the dataset and the econometric methodology adopted; the fourth Section 

presents and discusses the empirical findings; the fifth Section concludes the work. 

 

2. RELATED LITERATURE 

2.1. The concept of regional resilience 

The concept of resilience, whose popularity has increased in recent years, is multi-faceted 
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and, if not properly defined and contextualised, can result in confusions. The literature considers 

various different dimensions of resilience, including (i) its definition and (ii) the ways that it can 

be operationalised and measured empirically.1 

In relation to its definition, the literature proposes three different interpretations (Angulo et 

al. 2017). The so-called "ecological approach" defines regional resilience as the region's capacity 

to move from one possible steady-state path to another without changes to its structure, identity 

and function (Holling 1973; Reggiani et al. 2002). The so-called "engineering approach" defines 

regional resilience as the region's capacity to return to a persistent steady-state equilibrium 

following a shock (Pimm 1984; Rose 2004; Fingleton et al. 2012). Finally, the so-called 

"evolutionary approach" defines regional resilience as the ability, following a shock, to adapt in 

the short run or to develop new growth paths in the long run (Martin 2012; Boschma 2015). All 

these definitions share a common feature: the presence of a certain threatening event, such as a 

natural disaster (e.g. the Northern Italy earthquake), a terroristic attack (e.g. the September 11 

attacks) or a financial crisis (e.g. the 2008 Great Recession). 

Similarly, operationalisation and measurement issues are important. For instance, typically, 

resilience to natural disasters is analysed through indices, while the analysis of economic shocks 

is based mainly on econometric models. Both simple and composite indicators can be used to 

assess the resilience of a given territory (Modica and Reggiani 2015). According to Martin (2012) 

and Martin and Sunley (2015), the ratio between the drop in regional employment or output and 

the corresponding drop in the country as a whole, is an appropriate simple indicator to evaluate 

the regional resistance to recessions.2 In the case of composite indicators, the selection procedure 

of variables ranges from the identification through the study of previous literature (Cardona et al. 

2008; Cutter et al. 2008; Briguglio et al. 2009; Foster 2011), to statistical methods based on factor 

analysis (Graziano 2013). In the context of econometric analyses, most are based on time-series. 

                                                             
1 Note that, frequently, both definition and measurement depend on the analytical context (e.g. economic vs. natural 
shocks). For details, see Modica and Reggiani (2015) and Faggian et al. (2017). 
2 This indicator was slightly modified by Lagravinese (2015) to better account for asymmetric regional behaviours 
and longer time periods. 
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For instance, Fingleton et al. (2012) and Cellini and Torrisi (2014) test for differences in regional 

resilience through Seemingly Unrelated Regression Equations (SURE) models. Sensier et al. 

(2016) operationalise regional economic resilience by adopting a business cycles approach, which 

allows for the measurement of comparability in a cross-country analysis. Finally, Di Caro (2017) 

analyses both engineering and ecological resilience using non-linear smooth transition auto-

regressive models. 

 

2.2. Related variety and regional resilience 

The industrial structure is generally considered a key determinant of regional resilience. 

Starting from this insight, a new stream of research in economic geography has enabled a deeper 

analysis through a focus on a specific feature of the regional industrial structure: the level of 

related diversification, or industrial relatedness. This literature strand, which originated from the 

debate on related variety (Frenken et al. 2007), investigates the role played by related variety in 

terms of regional resilience from two different time perspectives. According to the evolutionary 

approach (Boschma 2015), industrial relatedness may have a positive effect not only on the 

ability of a region to absorb an external shock in the short run, but also on its ability to develop 

new long-run growth paths. 

Looking at the short-run effects of industrial relatedness, Balland et al. (2015) investigate 

the technological resilience of US cities over the 1975-2002 period. They find that cities with 

knowledge bases with high levels of relatedness with respect to the set of technologies in which 

they do not (yet) possess a comparative advantage, have a higher tendency to avoid crises or to 

limit the intensity and duration of a crisis event. Diodato and Weterings (2015) use Dutch data on 

12 regions and 59 sectors to investigate how embeddedness of input-output linkages, skills 

relatedness and connectivity contribute jointly to the resilience of regional labour markets to 

economic shocks. They find that labour markets in centrally located and services-oriented regions 

recover more quickly irrespective of the type of shock hitting the economy. Sedita et al. (2017) 
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measure regional resilience simply as the growth in the employment rate following the Great 

Recession and, through a simple OLS approach, find that related variety has a positive effect on 

the resilience of Italian LLMs. They also investigate the role played by the local differentiated 

knowledge base (synthetic, analytical and symbolic) and find some interesting counter-intuitive 

results: symbolic and synthetic knowledge bases have a positive effect on regional resilience, 

while the role of the analytical knowledge base is negligible. 

The long-run evolutionary approach to regional resilience was developed by Xiao et al. 

(2017). The main idea is that industrial relatedness can be a determinant of both long-run 

economic development and long-run regional resilience. Xiao et al. (2017) investigate the ability 

of 173 European regions to develop new industrial specialisations after the 2008 Great Recession, 

assuming industrial relatedness as a major determinant. They propose four measures of industrial 

proximity: unrelated variety, related variety, industrial relatedness − measured as the average 

proximity among the industries of specialisation with respect to the other industries located 

within a region −, and technological relatedness − measured using a Los (2000) index. Their main 

finding is that industrial relatedness has a positive effect on regional resilience following the 

crisis only in the case of knowledge intensive sectors. 

The present paper focuses on the short-term, adaptive dimension of regional resilience, and 

on the role played by related variety as a shock absorber. The concept of related variety assumes 

that it is not the level of productive diversification per se which matters, but the presence of 

diversified domains that allow the exploitation of complementarities across different sectors 

(Frenken et al. 2007). Complementarities arise from existing shared competencies and their 

diffusion depends on the level of cognitive proximity among local actors (Nooteboom 2000). The 

diversified productive structure of a local system can improve the opportunity to interact, copy, 

modify and recombine ideas, practices and technologies across industries. These processes can 

lead to the development of new products and services. Also, they can favour the transfer of skills, 

capabilities and technologies among the industries in the same local system. For these reasons, 
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related variety is expected to have a positive effect on regional resilience since skills, capabilities 

and technologies can be rapidly re-allocated across different local industries sharing the same 

knowledge base, thus improving the capacity of the region to respond to an external shock. From 

this perspective, related variety can be considered a short-run shock absorber. 

 

3. EMPIRICAL FRAMEWORK 

3.1. Measuring regional resilience and related variety 

The empirical analysis focuses on the relationship between industrial relatedness and local 

economic resilience. The spatial unit of analysis is the Italian LLM, which is a functional area 

encompassing the municipality and identified on the basis of workers' commuting flows. 

Therefore, LLMs are defined according to economic rather than administrative criteria. 

Following the evolutionary approach proposed by Martin (2012), the regional resilience 

index in the LLM ! = 1,… , 686 over the period ( − *, with ( > *, is defined as follows: 

 

,-./!/-01-	304-56
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:;<!=>;-0*6
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where :;<!=>;-0*6 denotes employment in LLM ! and :;<!=>;-0*6
?@?
6AB  is employment in 

Italy. The resilience index is calculated as the ratio between employment change in the LLM and 

employment change in Italy. Hence, LLMs characterised by a resilience index value greater than 

1 are highly sensitive to exogenous shocks, that is, they show a low level of resilience, whereas 

LLMs characterised by a resilience index value lower than 1 show a high level of resilience to 

exogenous shocks. 

The resilience index is constructed for two periods: the three-year period 2010-2013 and the 

one-year period 2012-2013. As Figure 1 shows, the Italian GDP recorded an increase following 

the 2008 Great Recession in the year 2009, although it reached its pre-crisis level only in 2010, 
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when it also recorded a positive annual growth rate. However, a new recession affected the Italian 

economy over the 2011-2012 period, which was characterised by a negative annual GDP growth. 

Then, the GDP started to increase again from the year 2012. Therefore, the analysis considers 

these two short-run post-crisis periods in order to evaluate the effects of industrial relatedness 

over time periods of pure recovery. 

 

[--- Figure 1 ---] 

 

Following Frenken et al. (2007), industrial relatedness is captured by an index of related 

variety, built using employment data at the five-digit level of the Ateco classification of the 

economic activities adopted by ISTAT (Italian National Institute of Statistics) in 2001. The 

related variety index for the !-th LLM is constructed for the year 2001 as follows: 
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where H6IFGGB denotes the two-digit level employment share for the !-th LLM obtained by 

summing the five-digit level employment shares (<6LFGGB) under the hypothesis that all five-digit 

sectors . belong to a unique two-digit sector /; J6IFGGB is an entropy measure computed for each 

LLM. A high related variety index value denotes a high level of related diversification across the 

economic sectors in the same LLM. 

Figure 2 maps the spatial distribution of LLMs which can be identified as resilient and non-

resilient over the two periods considered according to Equation (1). It also maps the spatial 

distribution of the related variety index. The maps show clearly that Northern LLMs performed 

better than LLMs located in the other Italian macro-areas. They show also that the performance 
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of some LLMs that were able to react to the crisis over the one-year period was lower than the 

performance of other LLMs over the three-year period, and vice versa. Moreover, the comparison 

of the three maps suggests that, overall, LLMs characterised by high levels of related variety in 

2001 have been those performing better in terms of resilience capacity over the periods 2012-

2013 and 2010-2013. This seems to be particularly relevant for the Northern and Central LLMs. 

 

[--- Figure 2 ---] 

 

3.2. The empirical model 

The following empirical model is specified to test the relationship between related variety 

and regional resilience: 

 

,-./!/-01-6
789 = T + V log ,-!C*-4	DCE/-*>6

FGGB + 56
WX + YZ + [6																																													 3  

 

where ,-./!/-01-6789 denotes the economic resilience in LLM ! over either the one-year period 

2012-2013 or the three-year period 2010-2013, and is defined as follows: 

 

,-./!/-01-6
789 =

log :;<!=>;-0*6
7 − log :;<!=>;-0*6

9
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The vector 56W includes control variables defined at the LLM level for the year 2001. It 

includes an index of unrelated variety, which is defined using a two-digit level entropy measure 

to capture the overall degree of productive diversification of a LLM. Following Frenken et al. 

(2007), the index of unrelated variety is constructed as follows: 
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It also includes a dummy variable which equals 1 if the LLM is identified as an industrial 

district by ISTAT (304`.*E/C!	a/.*E/1*6FGGB), and 0 otherwise; a variable capturing labour 

productivity (HE=4`1*/b/*>6FGGB) defined as value added per employee; a variable capturing the 

average size of firms in the LLM (c/E;	d/e-6FGGB) defined as the ratio between the number of 

employees and the number of firms (Paci and Usai 2008); a variable capturing the availability of 

human capital (J`;C0	fC</*C!6FGGB) defined as the ratio between people with tertiary education 

and the total population aged at least 24 years.3 The term YZ denotes a set of geographic dummy 

variables defined at the NUTS (Nomenclature des Unités Territoriales Statistiques) level 1 – 

North West, North East, Centre, South and Islands – and aimed at capturing different socio-

economic and institutional features that might influence the economic performance of LLMs 

located in the same macro-area. Finally, [6 is an g×1 vector of the error terms assumed to be 

independent and identically distributed (i.i.d.). Table 1 reports some descriptive statistics of the 

dependent and explanatory variables; Table 2 reports the correlation matrix among the key 

explanatory variables. 

 

[--- Table 1 ---] 

 

[--- Table 2 ---] 

 

3.3. The role of spatial externalities 

Although Equation (3) can be estimated easily using an OLS estimator, recent contributions 

in regional economics have underlined how regional (economic) phenomena tend to be 

                                                             
3 Both the dependent and the explanatory variables are calculated using data provided by ISTAT. 
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characterised and influenced by spatial spillover effects (e.g. Ramírez and Loboguerrero 2002; 

Fingleton and López-Bazo 2006; Garrett et al. 2007; Paci and Usai 2008; Arbia et al. 2010). The 

spatial dependence issue arises because local economic systems are not isolated units. In fact, 

they tend to generate externalities that are likely to influence the performance of neighbouring 

local systems (LeSage and Pace 2009). The spatial econometric literature identifies two main 

forms of spatial dependence (Anselin and Rey 1991): (i) substantive spatial dependence, driven 

by interaction effects across local units (e.g. the LLM's economic resilience is likely to influence 

the economic resilience of neighbouring LLMs); and (ii) nuisance spatial dependence, due to 

measurement errors (e.g. wrongly identified spatial units) or random shocks occurring in a local 

unit but producing effects in neighbouring units (Rey and Montouri 1999). 

Recent empirical contributions propose (substantive) spatial externalities modelled using a 

Spatial Durbin Model (SDM), specified by including the spatial lags of both the dependent and 

the explanatory variables on the right-hand side of the equation. It follows that Equation (3) can 

be specified as follows (Arbia 2014; Elhorst 2014): 

 

,-./!/-01-6
789 = T + V log ,-!C*-4	DCE/-*>6

FGGB + 56
WX + YZ + ijk,-./!/-01-6

789 

																													+ljk log ,-!C*-4	DCE/-*>6
FGGB +jk56

Wm + [6																																																		 6  

 

where jk denotes the spatial weights matrix used to model spillover effects across LLMs. 

Specifically, the spatial matrix is defined as a binary row-standardised matrix with distance cut-

off value (4) defined as the minimum distance (about 55 kilometres) such that each LLM ! has at 

least one neighbour ;. The single element n6o of the matrix is defined as follows: 

 

n6o =

0, /q	! = ;
1, /q	46o ≤ 4	n/*ℎ	! ≠ ;
0, /q	46o > 4	n/*ℎ	! ≠ ;

,																																																																																																		(7) 
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The term i is the spatial parameter referring to the spatially lagged dependent variable and 

capturing the potential effect of the LLM's resilience on neighbouring LLMs' resilience; the term 

l is the spatial parameter referring to the spatially lagged related variety variable; and m is a 

vector of the spatial parameters referring to the spatially lagged control variables for industrial 

district, labour productivity, firm size and human capital. 

Having estimated Equation (6) by Maximum Likelihood (ML), it is possible to test for 

restrictions on the spatial parameters in order to identify which (spatial) model best describes the 

resilience process: (i) if i = l = m = 0, then the SDM reduces to the a-spatial model specified in 

Equation (3); (ii) if i = 0, then the SDM reduces to a Spatial Cross-Regressive Model (SXM) 

incorporating only spatially lagged explanatory variables; (iii) if l = m = 0, then the SDM 

reduces to a Spatial Lag Model (SLM) incorporating only the spatial lag of the dependent 

variable; (iv) if l = −iV and m = −iX, then the SDM reduces to a Spatial Error Model (SEM) 

implying nuisance spatial dependence, such that Equation (3) can be augmented assuming a 

spatial auto-regressive structure of the error term, and can be specified as follows: 

 

,-./!/-01-6
789 = T + V log ,-!C*-4	DCE/-*>6

FGGB + 56
WX + YZ + vjk[6 + `6																										 8  

 

where [6 is an g×1 vector of the spatially correlated errors, v is the spatial auto-regressive 

parameter, and `6 is an g×1 vector of the spatial disturbance terms with i.i.d. properties. Finally, 

the SDM can be reduced to a Spatial Autocorrelation Model (SAC), which simultaneously 

models substantive and nuisance spatial dependence through the spatial lag of the dependent 

variable and the spatial process of the error term. 

 

4. EMPIRICAL RESULTS 

Table 3 reports the results of the OLS estimation of Equation (3). The Breusch-Pagan test 

underlines the presence of heteroskedasticity, suggesting the need to use White-robust standard 
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errors. The maximum value of the Variance Inflation Factor (VIF) is 2.66, which suggests the 

absence of multicollinearity problems in the estimated specifications. 

The related variety variable has negative coefficients that are statistically significant only 

when the three-year period resilience is considered. This result suggests that LLMs characterised 

by a high level of industrial relatedness tend to react better to exogenous shocks (i.e. the crisis) 

than LLMs characterised by a low level of relatedness over a longer time horizon.4 The results 

suggest a negligible effect of the variables for unrelated variety, industrial district and human 

capital, while labour productivity seems to have a negative effect on resilience over the longer 

time horizon considered (i.e. the 2010-2013 period). LLMs characterised by the presence of 

larger firms seem to perform better over both time periods. A possible explanation for the 

negative productivity effect may be related to the greater international openness of the most 

productive firms, and, consequently, of the most productive LLMs, such that a high level of 

global interconnections tends to amplify the effects of the crisis. In contrast, the presence of 

larger firms, that are not necessarily also the most productive firms, operates as a sort of 

protection for the local market due, perhaps, to these firms' greater availability of internal 

financial and human resources. 

 

[--- Table 3 ---] 

 

Table 3 also reports the results of the Moran's I test, which suggests the presence of spatial 

autocorrelation across LLMs. Therefore, the SDM specified in Equation (6) is estimated via ML, 

and restrictions on its spatial parameters were tested to identify which (spatial) model best 

describes the data. 

Table 4 reports the results of the spatial diagnostic tests performed on the estimated SDM − 

the specifications correspond to those reported in Table 3. Panel A reports p-values for the tests 

                                                             
4 Recall that a resilience index value greater than 1 means higher sensitivity to an exogenous shock. 
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performed on the SDM. The SDM performs better than the SLM, the SXM and the a-spatial 

model, while the SEM seems to perform better than the SDM when considering one-year 

resilience and excluding LLM-level control variables from the estimated specification. In all 

other cases, both the SLM and the SEM seem to perform better than the SDM – which 

outperforms the SXM and the a-spatial model. Therefore, the SAC model was estimated for these 

specifications. Panel B reports p-values for tests performed on the SAC model: in all cases, the 

SAC outperforms both the SLM and the a-spatial model, while the SEM outperforms the SAC. 

Overall, spatial diagnostic tests highlight the presence of nuisance spatial dependence across 

LLMs and suggest estimation of a SEM – see Equation (8). 

 

[--- Table 4 ---] 

 

Table 5 reports the results of the ML estimation of the SEM. The coefficients of the related 

variety variable are negative and statistically significant in all the estimated specifications. This 

suggests a positive effect of industrial relatedness on both the one-year and three-year period 

resilience. The coefficients of the variables for unrelated variety, industrial district, labour 

productivity and human capital are not statistically significant, while the coefficients of the firm 

size variable are negative and significant, meaning that the presence of larger firms favours 

LLMs' resilience. The spatial error parameter (v) shows positive and statistically significant 

coefficients, suggesting the presence of random shocks producing effects across neighbouring 

LLMs. 

 

[--- Table 5 ---] 

 

5. CONCLUSIONS 

The 2008 Great Recession highlighted the concept of regional resilience. According to the 
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evolutionary approach, the region's current industrial structure plays a key role; it may absorb an 

external shock in the short run or develop new growth paths in the long run (Martin and Sunley 

2015). 

By adopting a short-run evolutionary perspective, this paper contributes to this literature by 

investigating empirically the relationship between related variety and short-run regional resilience 

in Italy. Specifically, the analysis adopts the definition of regional resilience developed by Martin 

(2012), and employs spatial econometric techniques. The results suggest that LLMs characterised 

by a higher level of related variety have a greater capacity to adapt to external shocks in the short 

run, that is, a higher capacity to adapt to the crisis. 

This result has interesting policy implications. Regional policies should be redefined in 

order to stimulate and promote the capacity of individual regions to both resist external 

macroeconomic shocks (e.g. the 2008 Great Recession) and adapt to the changed context through 

re-conversion/re-organisation of the productive structure, as well as promoting growth processes 

and increasing local competition. The re-configuration of assets is significant for reinforcing a 

region's capacity to react and adapt to exogenous shocks, that is, to reinforce its resilience. It is 

clear that the Great Recession has renewed the role of regional policies to both promote local 

competition and sustain regional resilience. The process of re-configuration/re-organisation of 

local assets – driven by a process of related diversification – reinforces regional resilience and 

identifies new development paths and new patterns of local competition (Boschma and Gianelle 

2014). It follows that traditional policy goals – such as local development and competition – 

should be re-defined to put more emphasis on regional capacity for resilience, that is, on the 

capacity of regions to adapt to changed (economic) conditions. 

This stream of research leads to the identification and development of new analytical 

perspectives. The existence of a positive relationship between related diversification and regional 

resilience is an interesting topic to explore further from both an economic analysis perspective 

and in terms of the implications for policy. 
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TABLES 

 

Table 1. Descriptive Statistics 

 Mean Std. Dev. Min. Max. 
Resilience}

FGB~8FGBF  1.745 1.854 -3.445 8.423 
Resilience}

FGB~8FGBG  2.154 2.549 -9.626 11.429 
Related	Variety}

FGGB  0.922 0.168 0.138 1.227 
Unrelated	Variety}

FGGB  1.394 0.099 0.822 1.554 
Industrial	District}

FGGB  0.223 0.417 0 1 
Productivity}

FGGB  -2.691 0.204 -3.309 -1.743 
Firm	Size}

FGGB  1.028 0.284 0.380 1.763 
Human	Capital}

FGGB  -1.264 0.184 -1.907 -0.773 

Notes: All variables are log-transformed, except for the Industrial District 
dummy variable. 
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Table 2. Correlation Matrix among Explanatory Variables 

  [1] [2] [3] [4] [5] [6] 
Related	Variety}

FGGB  [1] 1      
Unrelated	Variety}

FGGB  [2] 0.491 1     
Industrial	District}

FGGB  [3] -0.111 0.179 1    
Productivity}

FGGB  [4] 0.305 0.109 -0.336 1   
Firm	Size}

FGGB  [5] 0.023 0.503 0.421 -0.318 1  
Human	Capital}

FGGB  [6] 0.402 0.490 0.005 0.140 0.377 1 

Notes: All variables are log-transformed, except for the Industrial District dummy variable. 
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Table 3. Baseline Results: A-Spatial Model 

Dependent Variable Resilience}
FGB~8FGBF Resilience}

FGB~8FGBG 
Specification (1) (2) (1) (2) 
Related	Variety}

FGGB  -0.537 -0.789 -1.425** -2.112** 

 (0.470) (0.501) (0.629) (0.642) 
Unrelated	Variety}

FGGB  -0.499 0.461 -1.171 0.627 

 (0.778) (0.895) (1.044) (1.175) 
Industrial	District}

FGGB  ... 0.013 ... -0.043 

  (0.161)  (0.225) 
Productivity}

FGGB  ... 0.497 ... 1.465** 

  (0.374)  (0.534) 
Firm	Size}

FGGB  ... -0.591* ... -1.143** 

  (0.353)  (0.470) 
Human	Capital}

FGGB  ... -0.451 ... -0.827 

  (0.488)  (0.627) 
NUTS-1 Fixed Effects Yes Yes Yes Yes 
No. Observations 686 686 686 686 
RF  0.267 0.276 0.204 0.230 
Adj. RF 0.261 0.266 0.198 0.219 
F Statistic 50.77*** 31.69*** 35.49*** 23.50*** 
Breusch-Pagan Test 78.14*** 63.35*** 75.38*** 63.02*** 
VIF (mean value) 1.32 1.74 1.32 1.74 
VIF (max. value) 1.52 2.66 1.52 2.66 
Moran's I Test 18.728*** 18.944*** 21.203*** 20.044*** 

Notes: * p<0.1; ** p<0.05; *** p<0.01. Robust standard errors are reported in parentheses. All 
specifications include a constant term. All explanatory variables are log-transformed, except for the 
Industrial District and NUTS-1 dummy variables. 
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Table 4. Spatial Diagnostic Tests: SDM and SAC 

Dependent Variable Resilience}
FGB~8FGBF Resilience}

FGB~8FGBG 
Control Variables No Yes No Yes 

Panel A – Restrictions to Spatial Durbin Model (SDM) 
Spatial Lag Model (SLM) 0.0717 0.2337 0.3982 0.5438 
Spatial Error Model (SEM) 0.3368 0.7726 0.5898 0.6013 
Spatial Cross-Regressive Model (SXM) 0.0000 0.0000 0.0000 0.0000 
A-Spatial Model 0.0000 0.0000 0.0000 0.0000 

Panel B – Restrictions to Spatial Autocorrelation Model (SAC) 
Spatial Lag Model ... 0.0000 0.0573 0.0996 
Spatial Error Model ... 0.7359 0.8380 0.8645 
A-Spatial Model ... 0.0000 0.0000 0.0001 

Notes: The table reports p-values of the tests on the spatial parameters. 
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Table 5. Results of the Spatial Error Model 

Dependent Variable Resilience}
FGB~8FGBF Resilience}

FGB~8FGBG 
Specification (1) (2) (1) (2) 
Related	Variety}

FGGB  -0.844** -1.084** -1.911*** -2.600*** 

 (0.416) (0.458) (0.545) (0.577) 
Unrelated	Variety}

FGGB  -0.523 0.041 0.030 0.736 

 (0.682) (0.787) (0.898) (1.002) 
Industrial	District}

FGGB  ... 0.038 ... -0.196 

  (0.152)  (0.201) 
Productivity}

FGGB  ... 0.539 ... 0.670 

  (0.372)  (0.485) 
Firm	Size}

FGGB  ... -0.637* ... -1.018** 

  (0.326)  (0.424) 
Human	Capital}

FGGB  ... -0.129 ... 0.458 

  (0.462)  (0.604) 
λ  0.707*** 0.705*** 0.755** 0.748*** 

 (0.053) (0.053) (0.056) (0.055) 
NUTS-1 Fixed Effects Yes Yes Yes Yes 
No. Observations 686 686 686 686 
Log Likelihood -1,218.35 -1,214.29 -1,448.87 -1,443.34 
Wald χF (λ = 0) 178.98*** 180.61*** 182.06*** 186.12*** 
LM χF (λ = 0) 307.83*** 305.95*** 396.71*** 343.52*** 

Notes: * p<0.1; ** p<0.05; *** p<0.01. Robust standard errors are reported in parentheses. All 
specifications include a constant term. All explanatory variables are log-transformed, except for the 
Industrial District and NUTS-1 dummy variables. λ denotes the spatial error parameter. LM denotes 
the Lagrange Multiplier test on λ. 
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FIGURES 

 

Figure 1. Italian GDP Dynamics 
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Figure 2. Regional Resilience and Related Variety 

 

Notes: The distribution of the related variety index is based on four quartiles, and darker areas denote 
higher values of the index. 


