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ABSTRACT. The analysis of qualitative regional change requires an apptbatlis able to

cope with these changes from a relational perspective. Wigl@rboximity concept explains
the spatiality of relations at a particular point in time dedcribes them in terms of proximity
and distance, a dynamic proximity concept must explain how theseagistare both bridged
and created. Three different dynamics are elaborated: a eegueiyinamic that changes
through learning, a network dynamic that changes when connectionsadeeand a spatial
dynamic that changes whenever actors move in space. Proximignsions are constructed
using these three dynamics. It is argued that bridging distaiscéhe crucial process in
changing relations and that bridging distance in one dimension requivemipies in other

dimensions. Implications for regional development are derived.
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Introduction

Since Marshall's few, but fundamental pages on industrialicistrscientists from
different disciplines have investigated the possible advasitaigeolocalisation. A particular
strand in this discussion is the literature on proximity (Torre @itig 2000; Morgan 1997).
This approach presents an analytical grid to compare network ditesndbetween

geographically proximate and distant actors (Torre and Rallet Za0ft and Torre 1999).

The intention of the approach is to give further insight into why armgkn
geographical proximity is necessary, and how it shapes innovattixgtyaas well as the
underlying relations (Torre and Rallet 2005; Boschma 2005). In doing sliseintangles
geographical proximity from other forms of proximity to elucidate whwahocation is
necessary to co-ordinate actions and when the benefits of ¢oiocain be substituted by
other forms of proximity, like temporary geographical proximitypmject teams or organised
proximity that exists within firms and networks. For this aine #ipproach integrates insights
from several concepts such as social network theory, leaanithgacit knowledge and merges
them under a common code of proximity and distance. Through the difedr@emtbetween
colocation and proximity, the proximity concept deviates fromttatal innovation models
(Moulaert and Sekia 2003) such as the industrial district ornthevative milieu in that it

does not conflate geographical proximity with non-geographical fofrosganisation.

The proximity approach has inspired many studies that deal witlspgagality of
networks and relations (Morgan 1997; Boschma 2005; Zeller 2004) and has cedtribut
significantly to the understanding of economic coordination for diffegengraphical scales
at a particular point in time. However, relations are inh&redynamic and subject to
continuous change. Actors establish new contacts and intensifyngxistations while

cancelling others.

Changing relations and networks become a crucial factor duringdibstment of
regional systems to qualitative and structural economic changenatite iemergence of
regional paths. Grabher and Stark (1997), for example, argue éhaatious organisational
forms in the Third Italy are the source of continuously renewkdioas, which enable the
district to adjust to a changing economic environment. BathelBagds (2003) show for the
emerging Media Cluster in Leipzig (Germany), that actors lwadevelop new network
structures to “rebundle” the existing regional competenciesrto & new regional trajectory.

Owen-Smith and Powell (2006) point out that the different originghe@fbiotech clusters in



the Bay Area and Boston - VC in the Bay Area and public reseaganisations in Boston —
led to different network structures. These differences betweznetworks diminished during

their evolution.

Coping with these regional dynamics requires a dynamic view onpiugal#ty of
relations. While the proximity concept explains the spayialitrelations at a particular point
in time and describes them in terms of proximity and distandgnamic proximity concept
would explain how these distances are both bridged and created, andikoridging
process is related to regional development. Several approachadyalpply proximity to
changing relations and illustrate the differences between netvamfigurations at different
points in time using the proximity concept (e.g. Rallet and TH®&9, Zeller 2004, and Gilly
and Wallet 2001). Boschma (2005) additionally describes the extrehtes much and too
less proximity for several proximity dimensions and gives som@hision how to avoid
negative lock-in. This paper is based on this strand of work. Howi\@gyiates from the
existing approaches in that it does not start with the proximimedsions and subsequently
dynamise them, but begins with the fundamental dynamicshhage relations with the goal
of indigenise change dynamics. In doing so, insights from diffe@mols, such as network
theory (Watts 2004; Barabasi 2003) or cognitive science (Johnsond$8@ Denzau and
North 1994) are analysed in regard to their explanations of bridgingraating distances.
Using these change logics, proximity dimensions are derivets #rgued that bridging
distances is the core process in changing relations and the alilgptéilfirms and regions,
and that bridging distances in one dimension requires proximities in dithensions. The

region is the entity in which this bridging takes place.

The paper proceeds as follows: the next section gives an oveoVithe results on
changing relations found in proximity literature. The third secelaborates on the different
change logics and their respective proximity dimensions. Tleediependencies between the
different dimensions and how proximity in one dimension contributes toibgdtstances in
other dimensions are the topic of the fourth section. The fiftioseconcludes and gives

some indications for spatial evolution.

Approaching Proximities

There are several attempts to dynamise the concept. Ratletorre (1999) describe
changing network configurations in French regions. Zeller (2004) gitestrhow Novartis and

Roche established different research facilities to estapligximities to regional knowledge



and to their competitors in an oligopolistic market. Gilly and Bta(P001) describe the
conversion of the aerospace defence industry in Bordeaux that ea@s@anied by a change
in the institutional, organisational and geographical extensionoairpities between actors.
The examples given attempt to comprehend temporal dynamicsnyadog relations at
time t with those at timé¢’. The causality of change betweeandt’ is either part of another
theory, as in Gilly and Wallet (2001), the result of factesogenous to the proximity
dimensions (i.e. governmental action), as in Rallet and T&@8®9) or corporate strategy as
in Zeller (2004). However, both empirical studies (Gulati and Gardi999; Grabher 1993)
and theoretical explanations (Gluckler 2007; Barabasi 2003) show thiédmeléollow path
dependencies, i.e. proximities between actors attiinae an influence on the proximities at
time t'. An integration of these dynamics and change patterns into the proxioricept

would enhance its explanatory power.

The difficulties in dynamising proximities lie in the very foundas of the concept.
The original proximity concept elaborated by the French proximity scisobased on two
different types of proximity: geographical and organisational prayimi

While organizational proximity deals with econorsigparation and relations in terms of the orgarorati
of production,geographical proximityeals with the separation in space and relatidarims of distance
(Torre and Gilly 2000, p. 176).

Other contributions have altered the proximity concept and elablosseeral new
types of proximity. Kirat and Lung (1999), for example, introducedtuiginal proximity to
indicate that learning is a collective process that requaresnstitutional setting. Further
enhancements are cognitive proximity, which describes theyabfliactors to communicate
meaningfully and generate new knowledge, or cultural proximity, ckvhdescribes
commonalities originating from a shared socialisation (for aenaew of proximity types,
see Knoben and Oerlemans 2006 as well as Boschma 2005). These eehtneam the
application of the term “proximity” to different aspects beyond riiere interplay between
geography and organisation indicate the complexity of relationshendariety of factors of

commonality and distinction that affect interaction.

However, the intention of describing the complexity of relati@silts in proximity
dimensions which are not necessarily the appropriate dimensowndetcribing change
dynamics. One difficulty lies in the overlapping boundaries betweelifferent proximities
(Knoben and Oerlemans 2006). When actors get closer in one dimehsioare also getting
closer in other dimensions and are ultimately close in all dimessThe other point that

hinders the dynamisation of the concept is the combination of efitfdogics of change in
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one proximity dimension. For example, organisational proximity chargesgh similarity
and affiliation of actors (Torre and Rallet 2005). However, ndkevand properties of actors
change in a different way (McPherson et al. 2001). A distintteiween the two elements of
organisational proximity has already made by Boschma (2005); he texsiaularities of
actors from organisational proximity and establishes a cognptiorimity dimension. This
separation is a precondition for describing the effects of diffesegrees of proximity and

distance and supports his argument that both “too much and too little gyoxmay be

harmful for dfective interactive learning and innovation” (ibid., p. 62).

Step by step, these approaches have integrated logics of cimhmgbe proximity
concept. Yet another move towards internalising change logichmaghieved with insights
from other disciplines. In addition to this, this broader view wWanable the exploitation of
one of strengths of the proximity concept, namely the merging ftdreint strands and
concepts under the nomenclature of proximity and distance. To avoid féiks @it mingling
different dynamics within the same proximity dimension or the rg@gmn of different
dimensions that actually follow the same dynamics, the folloveladporation starts with

those dynamics that change relations.

Constructing Proximities

The intention of this paper is to connect the change oigefato regional qualitative
change, i.e. the change of knowledge bases of organisations argd Actors build relations
and exchange knowledge with the goal of coordinating their actiodsgenerating new
knowledge. Absorption of external knowledge influences their knowledgee. bas
Understanding the transferred knowledge and the ability to useénerate new knowledge
depend on the cognitive capabilities of particular individual agathur 2007; Nonaka and
Takeuchi 1995). In addition to this, the efficiency and quality of kedge transfer between
two actors depends on the mode of interaction. It is the éedsanjument of existing
proximity concepts that knowledge is best exchanged through face-toifaction, which
requires geographical proximity (Torre and Rallet 2005). Finatipvkedge exchange is also
influenced by the structure of the network and the interactionthef actors (Barabasi 2003;
Watts 2004). Cowan and Jonard (2004), for example, simulate how theenstrotca network
influences knowledge diffusion. Burt (1992) shows that an actor's grositi the network

affects their access to knowledge.
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Figure 1: Building Blocks of Dynamic Proximities

Interactio
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To cover changing relations and qualitative regional change, thendg proximity
concept must refer to the individual person or organisation as foasigialitative regional
change and how they process and combine external knowledge; the nmudeagation on the
dyadic level, especially when and why geographical proximity foe-ta-face interaction is
necessary; and the structure of the network and the posit@ctas in this structure. Figure
1 describes actor, mode of interaction and network as the threngudlocks of a dynamic

proximity concept. All of them change, but each in a diffeveay.

Cognition and Learning

When actors communicate, their mutual understanding depends on the bditypati
of their interpretation of their environment, i.e. on theirtaally shared mental models
(Nonaka and Takeuchi 1995; Denzau and North 1994). Shared mental modeilsedascr
similarity of certain areas of knowledge that enable actormterstand others. In doing so,
shared mental models form a "common language" or a “platforsy’aabasis for
communication. Denzau and North (1994) developed a sender/recepds o describe
communication as dependent on shared mental models. The senderasf af prformation,
or an “idea” as they put it, articulates and encodes the iattwsminto a language on the basis
of their mental models. The receiver decodes the information iatebrates their
comprehension of the information into their own mental models.nitre the idea matches
the mental models of the receiver, the easier it is todethe idea. By integrating the idea

into their own mental models, the receiver learns fronmsémeler.

Denzau and North (1994) describe how actors efficiently communigtiteand learn
from each other. Nooteboom's (1999a) “cognitive distance” additiorialyses on the

generation of new knowledge as a function of communicabilitydsn actors:



For learning, partners should have on the one Isaffitient ,cognitive distance’, i.e. possess diffiet
cognitive categories, to be able to capture knogdetthat one could not have captured oneself, btih@n
other hand must be sufficiently close, in cogniteomd language, to enable meaningful communication
(Nooteboom 1999b, p. 14).

While the central argument of Nooteboom (1999b) is that there is anabgibgnitive
distance for innovative activities, his concept points out the degree of novelty and
learning depends on the equivalency of the actors’ knowledge. In eegproximity, actors
are able to communicate efficiently, yet only novelty of lovgrde results. The larger the
differences in cognitive categories, the more radical @reated knowledge may be, but the

more difficult communication becomes.

Apart from the generation of novelty, knowledge exchange also sffileetcognitive
categories of actors. During knowledge exchange, the shared mmetals adjust and actors
become more proximate (Denzau and North 1994). The larger the dib&neen the actors,
the larger the potential to decrease the distance and, awglgrdihe larger the possible
learning effects, assuming that the distance is not too l&vggrevent meaningful
communication. If actors are already close, there are fewsilplitses for further
approximation and interaction more likely contributes to sustaining lleady achieved
degree of proximity than to enhancing it. Without interaction, howewental models would
diverge. These processes of learning and knowledge generationkasoladee on the firm
level (Mowery et al. 1998; Cowan et al. 2006).

Learning and interacting comprise different types of knowledge. Qfiiapelevance
is knowledge is which leads to the generation of improvements, tpoegld inventions.
According to Arthur (2007), invention may start as a reaction toed pe purpose for which
existing solutions are not satisfactory. To emphasise the purpossfulof knowledge
generation, Arthur (2007, p. 276) refers to a technology simply“‘agans to fulfil a human

nl

purpose”. Accordingly, technological knowledge is the knowledge of these snean

The communicability of technological knowledge depends both on the shared
technological knowledge and on the complexity of the transferred kdgel For less
complex technologies, less shared knowledge is necessary, Wwigldy complex
technologies require a larger common basis (Sorenson et al. 2008).tlkis point of view,
actors are technologically distant if understanding each otmet isossible or would require
additional learning processes. Technological distance decregbethe increase of shared

technological knowledge.

! Arthur (2007, p. 285) distinguishes between pagfol knowledge generation and “non-deliberate vations
such as trading arrangements or legal systems hivlemerge’ via a social process of variation aatestion”.
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Interaction frequently depends on factors outside a technological diméMaskell
and Malmberg 1999). Common experiences and knowledge of the behaviouaetmhseof
others generate trust and facilitate communication. While sb@ally shared knowledge
refers to individuals and their dyadic relations, knowledge thaupra-individual can exist
between individuals without a previous contact and thus is culturallecéh&axenian and
Hsu 2001) describe this effect for contact establishment bethagan-Chinese people in
Silicon Valley. Members of this community immediately benéfitm a large degree of
mutual trust simply because of their compatriotism. The recipretaions in the industrial
districts in the Third Italy (Piore and Sabel 1984) are a simatample. Mutual trust between
the actors applies even if the collaborators did not previously keagh other, merely
because they are located in the same district. Simdlgrocate cultures may also facilitate
collaborations between actors, whereas different cultures eaergrcollaboration, even if it

would be beneficial from an economic perspective (Lane and LubbEQkid).

Socially shared knowledge, cultural resemblance or sharedsvedurecreate common
ground between actors and influence the transfer of technological eahgsvldespite
technological distance. Both types of shared knowledge belong wogmtive dimension.
Socially shared knowledge is a direct result of interactionhendyadic level. Culturally
shared knowledge is supra-individual and thus not an effect of dirgetaction.
Nevertheless, “culture is also manifest in people’s hedB#Vaggio 1997, p. 272) and
results in particular actions, interactions and understandingsefine, on the individual
level, culturally shared knowledge follows a cognitive lognd a&hanges through learning,

too.

interaction

- —» movement during
learning

Figure 2: Indirect Changes of Proximities in Cognitive Space

The distinction between socially and culturally shared knowleslge shows that

cognitive proximity changes in a direct and an indirect way. Dia@ct continuous contact
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between actors results in increased common understanding. Butahgeshto cognitive
proximities between two actors also influence the cognitiggadce to other actors that do
not take part in the interaction. During interactive leagnithe receiver acquires knowledge
from the sender and the cognitive distance between them diegniBluring this approadh
cognitive space, the receiver of the knowledge also moves towtreisactors who are not
part of the interaction, but also possess that particular knowl&dgere 2 exemplifies this
process. The interaction between A and B changes the knowledgefbasnad thus their
mutually shared knowledge. As a result, A moves through cogsipaee towards A’. During
this movement towards A’, A not only approaches B but also C. Inasinthe distance to D
may increase. This illustrates that the changes to kmewledge base not only affect the
relation between A and B, but also the proximities to other astais as C and D. In addition

to this, the figure shows that creating proximities also pdnaeates distances.

To summarise, actors can be distinguished by their cognitive pitg>amd distance,
which are shaped by different types of knowledge such as techradlegmwledge, cultural
norms or common experiences. The logic of how cognitive proxintignges is through

learning.

Modes of Interaction, Space and Moving

Apart from the cognitive categories of actors, the efficyeaof learning also depends
on how the knowledge is exchanged between actors. Communicatitakegsiace in several
ways, for example face-to-face, by mail or telephone. In regeats, the Internet has
emerged as an important form of communication, making usecbhiques such as e-mail,
instant messaging and video conferences. It increasingly &editthe disconnection of
routine, standardised communications from spatial constraints llirenaeliable real-time
interaction. However, face-to-face communication is stillstdgred to be the most efficient
mode of communication (Storper and Venables 2004). Maskell and Malr(i29§), for
example, argue that the more knowledge becomes globallyablegilthe more knowledge
whose generation and transfer depends on direct interaction (and difffoudt to codify)

will become valuable and scarce.

Communication does not rely on face-to-face interaction, but itlittdes
communication, in particular when knowledge is complex or diffemngly between actors.
Torre and Rallet (2005) mention some situations that depend onofé&eet interaction,

namely



in the phase of negotiation a transaction, thenitefih of guidelines and the organizational framekvof
cooperation, the realization of its initial phasethe case of a technological alliance, the netessi
share equipment in the experimental phase of a @ommesearch project or to exchange knowledge and,
above all, to know personally the researchers ¢gollum) belonging to a scientific community (ibjal.
54).

It takes an effort to generate physical proximity betweetaulisactors. The effort
depends on the time and cost it needs to bridge the spatial distatigés affected by means
of transportation (Glickler 2007). Being colocated to particulaoracor connected by
appropriate means of transport reduces this effort. Thereforepinatunity for face-to-face
interaction with particular actors becomes a rare commodignd of itself, as this mode of

communication is limited to those actors that are in phypicadimity at a given moment.

Spatial proximity takes on a different meaning when the view isigdtdh from the
dyadic to the aggregate level, where a number of actoiig agatial proximity. It is not only
the bridging of spatial distances with the intention of commuinigatvith a particular actor,
but also the possibility of both intentional and coincidental intenag with different types of
actors in a spatially circumscribed area. In agglomeratiartsysaare close to many other
actors, often without any direct intention of or necessity #ndp close. But being spatially
close increases the possibility of contacting a wide vapétgctors. Storper and Venables
(2004) as well as Bathelt et al. (2004) use the word “buzz” toribesthe informal, often
diffuse but steady and pervasive stream of information withirg@meor a cluster. Grabher
(2002) calls the same effect “noise”. Glaeser (1999) arguepdiople learn through contact
with other agents and that these contacts are more easiisrstd in agglomerations than at
the periphery. In addition to this, both the speed and the diverfsitpntacts are higher in
urban areas than in the hinterland. Therefore, the distinctiaeacteristic of spatial proximity
between many actors in the same location is not transaction cdsie cefficiency of
knowledge transfer. It is rather the possibility to intentionalyl unintentionally exchange

knowledge with a wide variety of actors.

Face-to-face interaction is not limited to actors that amm@eently colocated, but can
also be intentionally generated for a particular point in timarrél and Rallet 2005; Torre
2008). For example, the launch of a project often requires infaoseo-face interaction and
temporarily generated spatial proximity becomes necessarngthé\project progresses, the
importance of face-to-face interaction and spatial proximity edesgrs (Gallaud and Torre
2005). Examples of temporary geographical proximity (Torre 2008)@adgregate level are
“temporary clusters” (Maskell et al. 2006) such as conferenceadustry fairs at which

actors strive for spatial proximity to many different asttor a certain time.
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To summarise, actors can interact using several forms omcmmgation in which
different forms of codified, articulated and tacit knowledge @amsferred. Face-to-face
interaction is the most valuable form of communication. Sppt@timity describes the effort
it takes for actors to enter into face-to-face communicafidrerefore, spatial proximity
becomes an important factor only when economic activities retpoeeto-face interaction

(Gluckler 2007). It changes whenever actors move in space.

Network and Connecting

The previous section described the position and relation of actophyisical and
technological space. This section deals with network space.dyddic relation between
actors depends strongly on their relational environment and the strumiuhe network
(Cowan and Jonard 2004), i.e. actors who do not directly participaa@ iinteraction can

nevertheless have an influence on it.

One expression of this indirect influence is access to knowlddge access does not
only depend on direct access to particular actors, but also on #esabese actors have to
other actors in turn. When two networks are separate, both netherkso rely on their own
knowledge. Burt (1992) emphasises the necessity of bridging strudialas between
otherwise separate networks. Actors at structural gaps asmgatekeepers for their respective

networks. They can both enable and impede the flow of knowledgedrivetworks.

While social network analysis describes the structure oivorks, graph theory
additionally describes the interrelation between network sti@nd connective behaviour
(Watts 2004; Barabasi 2003)In general, network structure is positioned between two
extremes. The first is the regular network, in which evetgrais connected to their nearest
neighbours. This network is highly clustered as two nodes A and Bréhabnnected to C are
also connected to each otfieFhe average distance between each node is large, ast dista
nodes are only connected through the chain of their neighbours’ neighbodirso @n. The
second extreme is the random network. Accidental node connectisuls in a network in
which every node is connected to all other nodes in the network witkiib#est possible
degree of distance (Watts 1999). An intermediate type of netvgotke “small world”
network (Watts 1999; Baum et al. 2003). It consists of clusteredsnbdea few additional

2In its analytical reach, graph theory is intendedform a connection between social science andralat
science, as their protagonists argue that suchrdiit systems as economies, cells, the interreetakfollow (at
least to a certain extent) the same fundamentaldd@arabasi 2003)atts 2004).

% For this, each node has to have at least thregftie example A has ties to B and C and to thd nearest
neighbor (see Watts 1999; and Cowan and Jonard)2004
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links between the clusters considerably reduce the number aigeessary to connect the
different networks, which leads to the “coexistence of highl lclcatering and a small global
length scale* (Watts 1999, p. 524).

Graph theory highlights several mechanisms of tie formatiannfaence the type of
network structure. One is the connection to already connected nibdede A is connected
to B and C, it is highly probable that a new contact will emdrgtween B and C. This
regularity is empirically proven for social networks in marase& studies, for example for
inter-firm alliances by Gulati and Gargiulo (1999) and for thaldsthment of embedded ties
in the New York apparel industry by Uzzi (1997). Kossinets and W2Q86) found out with
longitudinal data on e-mail traffic between more than 40,000 stuttattshe probability for
individuals to form a new tie is thirty times higher when tlistance is two degrees, i.e. the
mechanism described above, compared to a distance of thmreesleQbstfeld (2005) argues
that this mechanism exists because actors profit from introdumtimgrwise unconnected
actors to each other in several ways. They can expect afioes & act in a similar way and
introduce them to new actors in turn. In addition to this, introducingonnected actors
increases the overall opportunities for innovation. When all aédticsv the same goals, i.e.
they are part of the same organisation or close network, tlegimting actor profits from the
increased innovativeness of the whole network. The connection teoysBv connected
nodes results in a clustered network. Burt (1992) takes the oppositigrpasid argues that
actors profit from keeping other actors apart to exploit opporasifor arbitrage. In addition
to this, the introducing actor A can lose by introducing B and Cthag then become
independent from A. Another connection mechanism is by coincidence. If Aode
connected to B and B to C, a connection between A and C is as prabableonnection to

any other node in the network. This mechanism results in randbsorks.

The network grows when new nodes connect to the preexisting networle dteer
several mechanisms for making connections, each of which affextsverall shape of the
network. When each new node randomly connects to existing nodes, thenolteeshave the
most ties, since they have taken part in the most tiets®lerounds and thus have had more
chances to acquire new links than younger nodes. Therefore, accteentmnection results
in a core-periphery pattern of a network, where the oldest nadems dhe centre and the

youngest at the periphery.

The core-periphery pattern is amplified when new nodes have argmede for

connecting to a particular kind of node. The “rich getting richelé assumes that new nodes
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try to connect to the most connected nodes, whose connectivity agam gfronger than that
of the remaining network (Watts 2004; Albert and Barabasi 2002). 8hdtris a network
with a few highly connected hubs and many nodes with few or no coom&cbue to first-
mover advantages, the hubs that result from this attachmartggstrare usually the oldest
nodes. Preferential attachment to the largest hubs introduceth-dgpendent element to
graph theory, as the nodes that became hubs in an earlyo$tag®vork evolution will also
represent the hubs at later stages. However, the fornatieocial networks seems to be far
more complex. Powell et al. (2005) could not prove the “rich getticher” thesis for their
analysis of alliance formation between biotechnology firms, as oldées got considerably
fewer new ties than younger nodes. They argue that this résois $rom the strategy of
older and larger firms to form ties to younger firms in orderdiversify their network.

Additionally, they observe that the rules of attachment changedine

Network governance approaches (Uzzi 1997; Granovetter 1985) empthedisgart
from the structure of the network, its character or “quali&g’ Uzzi (1997) puts it, also affects
contact and interaction. One example is the distinction betwednamelastrong ties. Loosely
connected nodes are weak ties. As new connections emergerdtajea diffuse, but quite
flexible. Strong ties, in contrast, are often long-term i@tet or connections with a high
degree of formalisation. A special form of a network with regraéies is the firm, which is
considered to be a “network within networks” (Dicken and MalmR&@L) from a relational
point of view. These networks are at their most dense betwe®ioyees in the same
working group or between departments of an organisation. The iaterebetween network
structure and quality of ties is empirically described by Owenittsand Powell (2004). They
discovered that network position is not important for getting acttesse knowledge that
flows through weak ties, while it is essential for gettingess to knowledge that flows

through strong ties.

Weak ties are strengthened in different ways. One of thesmisedding. The
connection between two nodes A and B improves if their neighbouring atsteform ties.
This reinforcement prevents the actors from indulging in opporturbstr@aviour, as it could
be penalised by cutting the tie. In addition to this, knowledge canlf&sween A and B in
different ways, either directly between them or indirectly their adjacent nodes. Another
possibility of strengthening a tie is to institutionalise thee for example through formal
alliances or collaborations. But ties can also become weakeuléimately disappear. The
rate at which this happens depends on the nature of the aegg2B00), for example, shows

that embedded ties decay much more slowly than tiesrénaod embedded.
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The examples given above describe the changes within one singtgkaeéictors are
often part of different types of networks with different purposes eharacteristics, in which
they occupy different positions. Actors can thus improve theirtipasin one network by
taking advantage of their position in another network (Ettlinger 20@8)example may
illustrate this: a group of actors has strong connections throughstieal networks. Their
economic networks, however, are quite different. They areemlployed in different
organisations in different branches, but can exploit their koetvork to get access to the
economic networks of their friends, for example when one frienddates another friend to

a business partner or colleague.

To summarise, the probability of tie formation between two nodeiger when their
network distance is small. It decreases with increasing amktwlistance. The network
distance between different actors is therefore subsumed threégrm “network proximity”.
Network proximity changes when connecting to other nodes. Connecting pdkes
according to the rules of tie formation, network structure &edposition of the respective
nodes.

Learning, Connecting, and Moving

Table 1 summarises the characteristics of the three prgxdimtensions. Cognitive
proximity describes the similarities and differences betweeniteog categories. It changes
through learning. The technological share of cognitive distance iflymmsasured using
patent data, for example by Nooteboom et al. (2007) and Mowety (@088). Other forms
of cognitive proximity, for example its social dimension, areasueed using common
affiliation (Sorenson et al. 2006). Spatial proximity describes phsitions in space and
changes whenever actors move in space. It can be measuredtinyettaand cost it takes to
bridge spatial distances to enter into fact-to-face interacéisrproposed in Torre and Rallet
(2005). Network proximity describes the distance between network gusieind changes
when actors connect to new nodes. Social network analysis and graply thféer

corresponding tools (Albert and Barabasi 2002).

The three proximity dimensions as described have very littlelagueActors can be
proximate in one dimension and distant in another. They can, forpdxabe cognitively
proximate but spatially distant when actors in different placestribute to the same
technological trajectory (Dosi 1988); they can be in spatial proxifity distant in the
network when they belong to different regional networks (Owen-Saritth Powell 2004;

Giuliani 2007); and they can be proximate in the network but at a caguitstance when
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they are connected to the same gatekeeper, but have theiretasions in different networks.
The next section describes the interrelation between ftfexatit proximity dimensions and

how proximity in one dimension contributes to bridging distances irhandimension.

Proximity Dimension | Measuring Distances Change Logics
Cognitive Differences in cognitiveLearning

category
Spatial Space-time constraints fdviovement in Space

face-to-face interaction

Network Distance between networkConnection

positions

Table 1: Proximities, Distances and Logics of Change

Bridging Distances

Network, cognitive and spatial distances can be easily briddpexh whey are small.
Network positions change slightly according to inherent positiongjiteais easy when the
knowledge resembles knowledge already acquired, and face-to-fac&ciiun is facilitated
when actors are at the same location. Larger distanean@e difficult to bridge. While the
previous section analysed the change within the three dimensioriepib®f this section is
to put forward the argument that large distances in one dimenserbralged when
proximities in other dimensions exist. As the three proximity disiens differ in their
change logic, so does their mutual influence. The questions ilhbevanswered are: how do
cognitive and spatial proximity contribute to bridging network distanbew do spatial and
network proximity contribute to bridging cognitive distances; and how anitive and

network proximity contribute to bridging spatial distances?

Bridging Network Distance through Spatial and Cogni tive Proximity

Contact establishment is the precondition for interaction. A cbngaestablished
when the network distance between two actors is one. While netiveokies explain the

connection of nodes by incrementally decreasing their network distdncegh various
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mechanisms, the connection across larger distances is eemed to take place randomly
(Watts 1999). This explanation often neglects the fact that individgisps or companies,
when they bridge large network distances, often have a gartictiention in mind (Watts
2004). This means that they do not bridge large network distanceemiedly, but simply
follow a logic other than that of the network. McPherson et al. (20@15) emphasize that
“similarity breeds connection”. They point to the importance of dwmiy in the
establishment of interpersonal networks, where ties form due titasioharacteristics of
actors. Important sources of homophily are the perception of athers as similar or being

at the same location.

Cognitive proximity can contribute to bridging network distances ifediht ways.
The goal of interactions is often not only that of acquiring new kriyelebut also of
improving network positions. Using the advertising industry in Londoramsexample,
Grabher (2002) illustrates that communication does not only take plialcethe goal of
exchanging knowledge, but also to gain access to other actors, thenbiipng network
proximity. Different studies, such as Lane and Lubatkin (1998) or Nootebbain (@007)
show that companies form ties when actors are proximate enough iniedgerms to be
able to meaningfully communicate with each other and distant enough tb fpyof the

different knowledge.

Apart from cognitive proximity, spatial proximity between astaiso contributes to
bridging network distances, as being in the same place faslititect interaction. Owen-
Smith and Powell (2004) show that a central network position is not iamtofor
participating in the knowledge flows of a network when the networlneestare in spatial
proximity. Powell et al. (2005, p. 1178) point out that spatially prox@nsatnpanies are twice
as likely to collaborate as distant companies. In addition to spegjal proximity between
actors provokes coincidental contacts (Storper and Venables 2004; Malarimk Maskell
2006). When this happens, actors that have previously been at@kdistance of several
degrees are directly connected. Existing literature on indudistuicts, regional clusters and
the innovative milieu (Saxenian 1994; Moulaert and Sekia 2003) even essshat spatial
proximity in connection with a regional milieu and institutional thigsheesults directly in
the bridging of network distances and, in doing so, enables nesiroidtures that provide
easy access, as long as the actors are located in theeggiore While it generally seems to
be the case that spatial proximity between actors can compdosatetwork distance,
contributions such as Giuliani's (2007) description of Chilean wlurgers show that regional

networks are not pervasive but selective and that thists&ie@ersists over time. This
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indicates that network distances are not necessarily bridged adters - even in the same

technological field - are in spatial proximity, but that otfaators are also important.

Cognitive and spatial proximity both contribute to bridging network dégtanbut the
types of network that result are different. Bridging through dognproximity gathers actors
with the same properties. These networks have homogeneous actors spatially disperse.
Bridging network distances through spatial proximity results in odsvthat are diverse, but

spatially concentrated.

Bridging of Cognitive Distances through Spatial and Network Proximity

Qualitative change, an important process in economic developmemtinMad
Sunley 2006), requires the combination of knowledge from sources at aiivglgrlarge
technological distances. When companies, as essential unigsooiomic development,
undergo qualitative and structural change, they have to acquire knewledg sources that
are often at cognitive distances, i.e. not only technologichfifant but also contained in
companies with differing company cultures and from other socioeconomniexts. Spatial
and network proximity can facilitate learning processes acrossiteg distances, but in

different ways.

Cowan et al. (2006), for example, simulate network formation doase mutual
learning processes. They show that being in the same networkesedagnitive distance.
Mowery et al. (1998) show empirically for company alliance$ tha technological overlap
between the companies, measured in patents, increases duritign¢hef the alliance.
Bridging of cognitive distances also occurs within companiesukKaigd Zander (1992) argue
that the company provides a framework for interaction thalittdes the recombination of
different kinds of knowledge. Entities like companies can bringngt pressure to bear on
their individual parts and affect the interactions of individuabcand groups that would
otherwise develop separately. Fleming (2002), for exampleridesdhow the most important
invention for Hewlett-Packard’s ink-jet technology was made byaald “‘couple” (ibid., p.
1064). The network proximity between them which was generated by t#€@alekard led to

the invention in spite of distances in other dimensions.

Spatial proximity influences the bridging of cognitive distancesther ways. Spatial
proximity has been proven in many empirical studies to generallglaterwith innovative
activity (Cooke 2001; Jaffe et al. 1993). Fewer studies consideypbeof innovation that is

affected by spatial proximity, i.e. which degree of cognitiveaglisé requires continuous

17



interaction to be bridged. Sorenson et al. (2006) compare the trafstess complex,
complex and highly complex knowledge. The transfer of complex knowledgeilgated
when actors are able to meet regularly and thus depends on ppatiality. In contrast, the
transfer of both less complex and highly complex knowledge does not erespitial
proximity: the less complex knowledge because it is easy to abserthighly complex
knowledge due to its strong dependence on cognitive proximity, as oeNly jpeiople may be
able to understand that knowledge. Zeller (2004) gives another exaiplew spatial
proximity serves to bridge cognitive distances. The big Swissnpweutical companies
established research facilities in knowledge centres worldwiderder to tap into the
embedded regional knowledge. Additionally, Torre and Gilly (2000) meritiah spatial
proximity is necessary when knowledge differs strongly betweensadiat that it loses its
importance during the subsequent learning processes. All thadesstillustrate that
continuous interaction contributes not only to innovative activitieggeneral, but also enables
actors to understand and absorb diverse knowledge and, in doing atescoegnitive

proximity.

Often, both network and spatial proximity together contribute to brigddarge
cognitive distances, as this depends both on regular interactioch vehaccounted for by
strong network proximity, and face-to-face interaction. But thdiuence differs. Obstfeld
(2005) emphasises that incremental innovation takes place in demsgksetwhile radical
innovation takes place in loose networks in which cognitive distaacesarger. As loose
networks can be connected more easily when the nodes are locaspdtial proximity
(Owen-Smith and Powell 2004), it can be assumed that spatialmpty>contributes to

connecting different types of knowledge flows to a larger extent network proximity.

Bridging Spatial Distance through Network and Cogni tive Proximity

Spatial proximity facilitates contact establishment, butsitnot necessary for the
maintenance of contacts. Lissoni and Pagani (2003) show that engloyid epistemic
communities that are qualified by a strong cognitive proximitigis Tcognitive proximity
persists even when members of the community move to differesegpind possibilities for
face-to-face interaction are reduced (Amin and Cohendet 2004). dwllyi, cognitive
proximity enables companies to exploit knowledge that was developéiffeaent places.
Phene et al. (2006), for example, prove that innovations that recortdmhaologically
proximate knowledge are more successful when this knowledge orgyinadiferent places

in different countries.
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Spatial proximity can also be replaced by network proximity. Mattonal
enterprises, for example, sustain coherency between theirsiéspaivisions through various
means such as intra-organisational labour mobility (Nonaka and dlakE205), codification
of knowledge (Cowan and Foray 1997) or regular meetings. Additionklhg range
interactions between companies are often conducted through fy@ge(Bathelt et al. 2004)
such as formal alliances or research collaborations. Tl itigtitutional setting of these

distant interactions enables efficient knowledge exchange witpatiakproximity.

The combination of cognitive and network proximity can even resuttompany
concentrations without benefiting from the colocation. Torre (200§)es that continuous
colocation between firms is the result of regionally embeddeidisrelations, i.e. networks of
cognitively proximate actors. Klepper (2007) demonstrates how firmeesdrations are the
result of subsequent spin-off processes which take place isathe region. Actors that work
in the same firm, and are thus in network proximity, create dggngroximities due to
learning and spin off with their own company in spatial proxirtetyheir parent firm. These
examples indicate that regional concentrations may exist withioytpositive effect from

agglomeration economies or from being geographically close.

Therefore, the advantages of colocation can be made up for in varayss Being
independent from spatial constraints can be a source of flexiaid competitive advantage,
as this independence enables companies to exploit and combine knofntedggifferent

places without the necessity of actually being there (G&tie3).

Conclusion and Discussion

This paper began with the observation that changing settuays as the emergence
and evolution of regional paths or regional industrial restructuhagdo hand in hand with
changing relations are difficult to grasp with existing proxinaipproaches. The main reasons
for this are overlapping boundaries of different proximity dimensieviich means that
changing one proximity leads to changes in other proximities anentibeacing of different
change logics in individual proximity dimensions. To avoid thesallsiffa proximity concept
has been presented, starting with the elaboration of changenitys.

Three different logics of change have been elaborated and connectddeé
proximity dimensions: the cognitive dimension comprises commonly skam@aledge as a
basis for interaction and changes through learning processes;wuekndimension describes

network distance and the properties of ties; it changes by compectd disconnecting. The

19



spatial dimension, finally, describes the effort it talesriter into face-to-face interaction and
changes whenever actors move in space. The interrelationsdretthe different proximities
have been important aspects in many studies: cognitive proximitieiform of shared
technological knowledge shapes places like Silicon Valley amt$ anetwork formation in
the technological trajectory (Dosi 1988). Spatial proximity fosteesning processes, as
described in the literature on knowledge spill-over (Jaffel.e1393), and the formation of
diverse networks (Owen-Smith and Powell 2004; Glickler 2007). Networkmityxserves
to bridge spatial distances, as described in the literatugéobal production networks (Coe et
al. 2008) and constitutes learning processes (Mowery et al. 1998¢bdoot 1999a). The
added value of the proximity approach at hand is the insighttiteae dynamics are not
unidirectional, but instead mutually influence each other. The iityessd direction of this
influence depends on the respective distances and proxiniitissthe central argument of
this paper that bridging distance in one dimension requires prgximibther dimensions.
Additionally, with their movement through geographical, cogniéime network space and the

bridging of distances in one direction, distances in othectilwes are created.

The interrelations between the proximities also indicate thkiereint kinds of
innovative activity require different patterns of proximity and dis&a Interaction that is
dominated by cognitive proximity enables the transfer of highly cexnghowledge. This
knowledge often flows in academia or in industries of new technalogiee places where
this knowledge diffuses have the potential to be the seedbedé&w aluster. Interaction that
is dominated by spatial proximity is highly fuzzy and unstablai aken depends on loose
and coincidental contacts. Still, it provides the actors wibess to diverse knowledge
sources and may generate networks of the “small world” typeralction that is dominated
by network proximity is highly regulated and implies a routine argie of knowledge, which
is necessary for incremental innovation. The more knowledgeagrated in such processes,

the less its generation depends on individual locations.

Coming back to the opening question regarding the advantages of colp¢hé&on
approach presented in this paper adds an additional and complementaryagaplto the
many others. Firms benefit from colocation through two different,cbanected processes.
The first is the bridging of network distances, which is exafir colocated than for distant
actors. The second is the bridging of cognitive distances. &toes have established contact
to actors previously at a distance in the network and stillaigaitive distance, colocation
facilitates face-to-face interaction and thus the abilityinderstand and absorb the distant

knowledge. These processes cannot wholly be substituted by “temparstarel (Maskell et
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al. 2006) or “temporary geographical proximity” (Torre 2008). Temporary clusters like
industry fairs indeed bear the possibility to bridge network distarméstheir temporality
impedes the bridging of large cognitive distances. Addition#iilg generation of temporary
proximity between the participants in particular projects pressggalready certain network

and cognitive proximity which precedes the start of a project.

Therefore, under the condition that diverse knowledge is availalieeiregion, the
two interconnected processes of bridging network and cognitivendegaaccount for the
long-term adaptability of colocated actors to a changing econamicoament and for the
whole regional system of production and innovation on the aggregakdswvell as its
emergence, change and evolution (Menzel and Fornahl 2007). In con@gginal
concentrations in the Klepper (2007) sense that form without theseitbeokfspatial

proximity and do not generate them during their development wourdadély decline.
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