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“...The fundamental impulse that sets and keepsdpéalist engine in motion comes from the
newcomers’ goods, the new methods of productianamsportation, the new markets, the new forms of
industrial organisation that capitalist enterpigseates. ... [This is a] process of industrial motat if |
may use that biological term — that incessantlyhaionises the economic structurem within
incessantly destroying the old one, incessantlgterg a new one. This process of Creative Destings
the essential fact about capitalism ...(SchumpetéR.19.83)

“... a large portion of aggregate productivity grbwis attributable to resource reallocation. The
manufacturing sector is characterized by largetishif employment and output across establishmerety e
year — the aggregate data belie the tremendousrgrobturmoil underneath. This turmoil is a majorde
contributing to productivity growth, resurrectindpet Schumpeterian idea of creative destruction....”
(Bartelsman and Doms 2000, p.571)

Introduction

In the last decades, entrepreneurship has incgdgsbeen linked with economic growth
(Wennekers and Thurik 1999; Carree and Thurik 208R)oted in Schumpeter’'s seminal
work (Schumpeter, 1934), there is now a widespragobement that entrepreneurship is
important for competitiveness of nations (Porte®@)9 and productivity growth in particular
(Baumol 2004). At the same time, many authors hangeied that in the current era of
globalization, regions have become more importaan tcountries in the creation of economic
growth (Castells and Hall 1994; Storper 1997; Ror®900; Camagni 2002), and
competitiveness (Krugman 2005). Entrepreneurshipalg® highly sensitive to regional
conditions (Feldman 2001; Bosma and Schutjens 20Dh@se findings suggest that, for
establishing a link between entrepreneurship amaha@wic growth, the region is a more
appropriate unit of analysis than the nation. Egdgdfor entry, competition and learning, the
regional level might be more relevant than thearati level (Fritsch and Schmude 2066).
addition, Audretsch and Keilbach (2004a), foundt thatrepreneurship stimulates labor

productivity at the regional level.

This article seeks to clarify the combined effeat®entry and exit (as a measure of creative
destruction) on competitiveness within a nationaliqy setting that is characterized by a

consistent emphasis on entrepreneurship (the Natttkx) and early-stage entrepreneurship in

1 Competition in product markets, but especiallyaibour markets is likely to be concentrated in libene-region
of the firm. Even more localized is probably tharleng that takes place through knowledge spills\see Jaffe
et al. 1993; Breschi and Lissoni 2003).



particular. For the Netherlands it can be said thathe national level there has been a
pronounced and stable policy program directeditoudating entrepreneurship, during 1988-
2002, the period we observe in this paper (Stewenssd Lundstrom 2001; Wennekers
2006)? Our study analyses the dynamics in firm entry exitlin two distinctive sectors at the
regional level. This regional orientation is dudhe fact that the majority of firm founders set
up their business in the location where they wenm §Michelacci and Silva 2007) or where
they were previously employed or located (Stam 20@Iso the market scope of these
entrepreneurs is largely local or regional, asrttkeiowledge of the specific business and
market environment leads to a better exploitatibrogportunities (Bosma et al. 2008a).
According to Schutjens and Stam (2003), this regfidocus in market and business relations
is quite persistent as “...firms tend to even narrheir spatial scope in their first three
years...” (p. 115). In addition, competition betwdecal firms is likely to be much fiercer

than between firms located in different regions.

This article makes three contributions to the éxgstiterature. First, we acknowledge that
entrepreneurship (as a determinant of productigrtywth) includes both firm entry and exit.
Second, we analyze firm entry and exit and itscffn productivity growth in the most
relevant level of analysis, namely the region, allow effects of firm dynamics on regional
growth to differ along some specific attributestioé region. Third, the effect of firm entry
and exit is studied both in manufacturing as wsliraservices. In particular for the services

sector new firms’ orientation can be expected tptimarily local or regional.

The article is organized as follows. First, we esvithe literature on (elements of) creative
destruction and its effect on competitiveness. iAties, we will present the data, method and
outcomes of our empirical analyses. We analyzestfeet of entry and turbulence (defined as

the sum of firm entry and exit) on regional comipatiness (measured as total factor

2 In the Netherlands there are practically no regimhere regulations differ from those set by nation
legislation.



productivity growth) across 40 regions in the Neldreds over the period 1988-2002. Our
analyses suggest that firm entry and exit leadrtalyectivity growth in services but not in

manufacturing. Finally, we discuss our findings aondclude.

Creative destruction and regional competitiveness

Many studies on competitiveness are inspired byuBgieter's (1934; 1942) work on the
mechanisms of economic development, especiallydleeof entrepreneurship. These studies
in general equate entrepreneurship with new firrmédion, and in fact disregard the firm
exit mechanism as another important aspect of grtineurship. Schumpeter’s (1942) theory
of “creative destruction” involves both creatioregn firm formation)and destruction (firm
exit). Firm exit reflects the selection mechanidmattis a crucial outcome of the process of
competition and one of the causes of territoriahpetitiveness (Porter 1990). The so-called
Schumpeter Mark | argument on creative destruc(fentrepreneurial regime’) goes as
follows (cf. Eliasson 1996). Entrepreneurs intraglutew combinations embodied in new
firms. These innovative entrants enforce incumbeatgither adapt to the new efficiency
standard or to exit the industry. This leads teew situation in which the productivity of the
industry has improved. This improvement is broughbut by innovative entrants that are
more productive than the average incumbent, anaxiteof less productive incumbents via
the competition process. These exits are imporéantesources are released that can be
allocated to more productive activities. The prdoity gains might be reinforced if
incumbents are able to improve their productivity. (Aghion and Bessonova 2006). The
competitive threat of entrants in the same regio sector as the incumbent is likely to be
much higher than that of entrants in other regi@m&l sectors. This means that the
productivity of incumbents is most likely to be smd by entrants in the same sector and
region. In the end, creative destruction will leadmproved total factor productivity (TFP),
not necessarily to higher employment levels: margut is realized with the same amount of

labor and capital inputs.



However, if new entrants are less efficient thaoumbents, the efforts involved in the
emergence of entrants may even waste valuable nasouln the latter situation
entrepreneurship — measured as new firm formatids rot a driver of competitiveness at
all.? This situation has been identified in the literatas a ‘revolving door regime’: entrants
that have to exit relatively soon after start-upedio an insufficient level of efficiency
(Audretsch and Fritsch 2002). This revolving doagime reflects a situation with high entry
rates, but with no subsequent improvement of eeployment levels or productivity. There
are several explanations for this phenomenon. kemele, Jovanovic's (1982) theory of
passive learning assumes that individuals do naiwkrheir entrepreneurial talents in
advance, and can only find out by experience ipadl ®f entrepreneurship. This means that
many individuals start inefficient firms, only tonél out that they are not successful in
entering the market with a new firm. Relatively mandividuals will do so if the prospects
of business-ownership are perceived to be veradatte, for example in the emergence of a
new industry or a large upturn of the economy (likehe late 1990s). Another situation in
which relatively many inefficient firms enter is & period of economic depression, when

individuals are pushed out of the labor force isgtf-employment.

A more structural view of economic change provi@edifferent role of entrepreneurship.
New entrants cause structural change when thegdnte innovations that create completely
new knowledge (Metcalfe 2002) and possibly new mi@kin this respect, Audretsch and
Keilbach (2004b) have argued that there is a gawedmn scientific and technological
knowledge (developed in research and developméivitees) and exploitable knowledge or
economic knowledge. In their view, economic knowledmerges from a selection process

across the generally available body of knowleddeeyTsuggest that entrepreneurship is an

3 Perhaps innovative entrants are the strongestiktiors of competitiveness. For example, Geros88) found
that higher entry rates lead to higher productigtpwth, which he explains by assuming that entiydates
competition, and greater competition spurs prodgitgtigrowth. But he also showed that innovation veaseven
more important driver of productivity (cf. Baily drChakrabarti 1985).



important mechanism in driving that selection psséhence in creating diversity of
knowledge, which in turn serves as a mechanisniitaig the spillover of knowledge. They
provide empirical evidence that regions with higlearels of entrepreneurship indeed exhibit
stronger growth in labor productivity. This kind ehtry does not necessarily drive out
incumbents, but might do so when the new markelstdute existing markets (e.g. the
personal computers driving out typewriters, anditdigcameras driving out analogue film
cameras). The situation where incumbent firms ae affected might be called creative
construction(Agarwal et al. 2007), whereas the crowding ouincfimbents reflects creative
destruction This structural change might improve TFP, andsjig employment if the

newly created market does not fully cannibalizeséixg markets.

Several studies have confirmed the effect of tubcé on total factor productivity (TFP)
growth in manufacturing; see for example: Gero4l80); Bailey et al. (1992); Liu (1993);
Carlin et al. (2001); Callejéon and Segarra (19%98) for a review Bartelsman and Doms
(2000). A Recent studies by Braunerhjelm and Borgr(2004) and Dejardin (2008) also
analyzed the services sector and found a posiffeeteof respectively firm entry on labor

productivity in regions, and of net entry ratesvatue added growth in Belgium.

Since the present study adopts a regional appribashimportant to highlight some specific
regional features that may have an impact on refioompetitiveness. First, urbanization
economies that reflect external economies availtblell local firms irrespective of sector
and arising from population density. High populataensity might stimulate competitiveness
because of the high levels of competition betwefierdnt suppliers (lowering input costs)
and the possibilities to achieve economies of sweatk relatively large demand. Possible
negative effects of high population density on cetitjweness arise when low entry barriers
give room to too many inefficient entrants, and wiest levels (housing, wages) increase

along with population density. The latter could eteémployment growth but might also



stimulate entrants to be more labor productive Kdéinknecht 1998; Madsen and Damasia
2001).

Second, Jacobs externalities involving externalnentes available to all local firms
stemming from a variety of sectors. The latter mxdbties are best captured with the notion
of related variety (see Frenken et al. 2007). Relatariety reflects both sector diversity and
the degree to which the sectors are related. Relaeiety is assumed to have a positive
effect on the probability of new combinations givittie possibilities to combine ideas from
different but related sectors (Jacobs 1969; Fremteal. 2007). High levels of related variety
in a region are likely to have a catalyzing effentvariety creation, which has been regarded
as a source of competitiveness (Jacobs 1969; Glatsd. 1992; Van Oort 2002). In our
analysis we control for these regional featuresdisd allow for a moderating effect when
investigating the impact of firm dynamics on regibproductivity growth. In accordance to
the findings of Fritsch and Schroeter (2008), whalgze several regional characteristics we
expect a positive impact of firm dynamics in parté for regions with higher population

density and higher related variety.

Data and Methodology

Until now, most regional studies linking entreprership with economic growth have
measured entrepreneurship as firm formation rated eegional competitiveness as
employment growth (Van Stel and Storey 2004; Acd Amrmington 2004). Both indicators
are open for improvement. First, these studiesimspired by Schumpeter's (1934; 1942)
work on the mechanisms of economic developmenthiich the role of entrepreneurship was
central. Although these studies in general equatesjgreneurship with new firm formation,
originally Schumpeter’'s (1942) theory of “creatigestruction” involved both creation (new
firm formation)anddestruction (firm exit). This latter aspect reflethe selection mechanism
that is a crucial outcome of the process of coripatiand a cause of competitiveness and

economic growth. In this paper we analyze entnesatbut also take into account the



combined measure of entrepreneurship - i.e. turlsgleates defined as the sum of entry and
exit rates! As regards measuring firm dynamics, the sectodeunonsideration are situated
in a certain territorial context. In this study &dopt the regional approach and specify firm

dynamics (entry and turbulence) relative to thelstf firms in two different sectors.

Regional competitiveness is a popular term but hardefine (Kitson et al. 2004). Even
though employment growth is indeed an importanimele&t of economic development,
competitiveness might better be measured with potbdty growth, reflecting increasing
economic efficiency within firms and regionsAuthors like Porter (1990; 1998) and
Krugman (1990) have made a plea for using proditigtas the indicator of competitiveness.
A rising standard of living in the long run deperatsthe productivity with which resources
are employed. An important empirical drawback a§ timdicator is that there is hardly any
data available at the sub-national scale (Kitsoal.e2004), and from industries other than
manufacturing (Van Ark et al. 1999; Bartelsman aBdms 2000). Another possible
drawback is that it might reveal perverse effeatisen labor shedding (e.g. with an extensive
shakeout of workers and closure of plants) is these of improved (labor) productivity.
Ideally, both employment growth and productivityogth should go together: a virtuous
circle of increasing productivity causing improvedmpetitiveness, which leads to higher
demands of the goods and services produced, whah [eads to an increased demand for
labor inputs.

In addition to these measurement issues, theitsdsaaneed for improving the insight in the
role of creative destruction in the service sectdthough the service sector has become
much more dominant than manufacturing in capitaésthomies, most studies on

productivity growth are based on studies in the ufiacturing sector.

* Turbulence rates are often also defined as firmaver rates, see e.g. Caves (1998).

® Competitiveness is often measured with either egipent growth or growth in total factor productwitTFP).
There are some notable differences between thesesumes of growth. For example, during recessioms th
efficiency measures by managers in incumbent fimght lead to employment loss and TFP growth onstinert
term. On the medium term, unemployment push ergreamrship might absorb the employment loss, anckese
TFP.



Dataset

We have specified two sectors: manufacturing (I85€37) and services (ISIC 65-74, 85, 90-
93). The distinction between these two major sedwprimarily data-driven, i.e. the limited
availability of TFP data in the Netherlands. Asault we are unable to disaggregate the data
into more specific industri€sWe prefer a measure of TFP rather than labor mibdty
because capital deepening may have a serious irapddibor productivity would therefore
be biased. We have used the most suitable levetritorial aggregation for the Netherlands:
the Corop-level of analysis (EU Nuts 3) (cf. VaelStnd Nieuwenhuijsen 2004; Kleinknecht
and Poot, 1992). The division in 40 Corop-regiandased on regional commuting patterns

that indicate regional labor markets.

For deriving TFP growth, data on annual employmeatye added and investment at the
regional level have been taken from Statistics Bidgimds. The capital stock has been
calculated using the Perpetual Inventory Method/(Fdee e.gHall and Mairesse, 1995)
An initial regional capital stock level for 1989 svalerived based on investments on the
regional level for 1977-1988 and assuming a constanual growth ratg of investments in
the period before 1977; this growth rafevas estimated at 4.5% using available time series
data on investments between 1960 and 1976. Theéatapick for every following year has
been calculated as the sum of the depreciatedatapitck, plus investments in the current
year. The depreciation rates for both sectors e estimated using the initial levels of the

capital stock in 1989 and investment levels fror3976 per regioh.

The panel dataset on annual entry and exit andataé number of existing firms for the
Netherlands in 40 regions is available for a 15rymeriod (1988-2002). Registrations and

deregistrations are provided by the Dutch ChambefrsCommerce. Entry includes

® As a robustness check we excluded five regions fite analysis in the manufacturing sector because
their regional growth rates are heavily determibgdxtraction (gas and electricity), which could
possibly interfere with our model since regionatpai may primarily be caused by one or two large
companies. There appears to be no significant ehanthe results if we exclude these five regions.

" The derived depreciation rates were 5.8% for martufing and 4.7% for services.



independent new businesses as well as subsidiaxésjncludes bankruptcies as well as
other modes of firm exft.Unfortunately we cannot distinguish between exi¢ do business
closure (varying from simply finishing economic iaity to forced liquidation) and exit due
to changes in ownership (i.e. mergers or acquiss)io Firm relocations within Corop regions
are not counted as entry or exit. The dataset dgslinactive firms. The sector structure
varies over the regions. In every region there raare firms in services as compared to
manufacturing, with even higher concentrationsestige firms in urban regions. The rate of
service firms to manufacturing firms varies betw@eand 10. The importance of the services
sector is clear if we examine levels of gross valdded. Figure 1 shows the share of gross
value added in services as a percentage of valdedafbr manufacturing and services

combined.

Two control variables reflect the nature of theioeg and the possible economic advantages
stemming from this: urbanization economies and Bscexternalities. Urbanization
economies are measured with population density.ulRtpn density is defined as the
percentage of people in the region living in urlzedi or highly urbanized areas, in 2000.
Jacobs externalities are captured with the notfaelated variety. This measure is introduced
by Frenken et al. (2007) and involves both sectegrdity (variety) and the degree to which
the sectors are related. Entropy statistics hawen hised to calculate this measure. Related
variety is thus measured for each region as thghted sum of industrial variety (over 5-
digit classes) within each of two digit classesr (b detailed description and formal

computation see Frenken et al. 2007).

8 We use a general measure of firm entry, and doestdrom the distinction between manufacturing
and services - not focus on a specific type ofyemtghion and Bossanova (2006), for instance, focus
on entry of foreign firms. They argue that forefioms are on average larger and more likely to ente
at the technological frontier than domestic ensaand are thus more likely to be a threat to
incumbents, triggering a process of creative destrn. Our data does not enable us to test the
differential impact of foreign entries.

10



Ideally we would require variables capturing urlzation and Jacobs externalities to vary
over years, but unfortunately we only have a siyglar at our disposal for population density
(2000) and two years for related variety (1996 a662). Including these determinants is still
relevant since they vary only very limitedly ované®. As such they are useful for controlling
for structural regional differences in explainingcH growth, without making inferences on

causality over time. The geographical pattern @ghlmeasures is shown in Figure 2.

INSERT FIGURES 1 & 2 ABOUT HERE

Table 1 shows descriptive statistics of our depehdad independent variables for services
and manufacturing, while table 2 shows the cor@atoefficients for both sectors. Averages
over the 40 Dutch regions for TFP growth and firpmamics are also depicted over five time
frames. The average turbulence rates have risedughiy over the period 1988-2002, in
particular in services. Although the turbulenceesaire somewhat lower than Bartelsman et
al. (2005) have found over the 1989-1994 period, lilgher rate in the service sector as
compared to manufacturing still holds. This is @bly due to lower start-up costs in the
service sector. There appears to be a substardition between these firm dynamics
measures across regions, especially where turbailisnconcerned Figure 2 and 3 picture
these regional differences in turbulence rates mMf@anufacturing and services. Since the
business cycle may be affecting our analysis oflpetivity growth, we will account for
business cycle effects in our regression modelrderoto minimize the possible effects of

spurious correlations.

° Indeed the 1996 values appeared to be stronghglated with the 2002 values. Because of the time
frame explored in our study (1990-2002) we chosedtude the 1996 level only.

% The F-statistics with respect to variance betwesgjons for turbulence in services amounts to 20.7.
In manufacturing the corresponding F-value is @lDsignificantly different from zero (p>0.95).

11



INSERT TABLE 1 ABOUT HERE

INSERT TABLE 2 ABOUT HERE

INSERT FIGURES 3 & 4 ABOUT HERE

National and historical context

Since 1988 the annual number of new firms in th¢hBléands has expanded enormously,
which is confirmed by our data. The increase in dhaual number of new firms has been
promoted by several institutional changes (see Blssma et al. 2005). One of the most
important institutional changes is the so-calleds¥¢maar Treaty in 1982, which started a
long period of constrained wage increases. Theskell wage increases in the Netherlands
may have contributed to the attractiveness of bé&upnself-employed’ Occupational
choices are influenced by the risks of entreprestapr (failure) versus those of wage
employment (dismissal). In this respect the inadalexibility of the labor market in the
Netherlands as a result of the 1982 Treaty hasrkdvepportunity costs of entrepreneurship.
In addition, major general policy initiatives impiented in the past two decades include (i) a
significant relaxation in the (old) Establishmentt/of 1937, implemented in several steps
between 1993 and 2006; (i) a persistent effortdiminish administrative burdens for
entrepreneurs (see Worldbank 2007); (iii) a modmtion of the bankruptcy regulation, in
particular enabling a timely interference in casgmblems that challenge survival of the

firm — both in terms of early closure of hopeleaseas and in terms of providing assistance in

" This Treaty of Wassenaar resulted in long-terneagrents between the national government, bodies
representing employers and labor unions.

12



re-starting ventures; (iv) ongoing deregulation séveral markets; and (v) a recent
simplification of the juridical aspects associatgth limited liability companies.

Although it is hard to establish the effect of tlpackage’ of policy initiatives conducive to
entrepreneurship on observed entrepreneurial behagmpirically, the circumstantial
evidence at least points in this direction. Bosinal.e(2008b) find entry rates, controlling for
a range of determinants, to be significantly higioerthe years after 1993 and attribute this to
the Dutch policy and the relaxation of the Estdisient Act in particular. Carree and
Nijkamp (2001) find evidence for the Dutch retac®or: after the relaxation they found that
the number of entries increased significantly, esgly in the non-food retail sector. A joint
characteristic of the policy package is that iegpecially directed at the entry and exit of
small firms. The policy measures will have limitedccess if the minimum efficient scale
(MES) in the market is high and entry barriers remaccordingly. This argument is reflected
in our distinction between manufacturing and sexsicln manufacturing the minimum
efficient scale is much higher than in servicee (8@dretsch et al. 2004), and indeed new

firm formation rates have grown less (if grown Bt as compared to services.

Empirical Model

Following Geroski (1989) and Calléjon and Segat&0Q) we model firm dynamics as a

component of the total productivity in regioand yeat, controlling for the effects of labor
and capital. For regionand yeat, the quantity of output (value adde¥) is the result of the

combination of capital and labor:

Yi = F(ALKi L) @

where output depends on the number of employgeshe stock of physical capitek) and a

‘productivity index’ (A) that captures the variations in production thatreot attributable to

13



changes in the use of labor and capital. More fipally, we specify equation (1) in growth

rates, and assume constant returns to scale iis @routput in labor and capital:

dy, =da, +ad; +(1-a),dk, +7,, (2

where the operator d reflects the growth ratesiaedpressed as first differences in
logarithms. Suppose that the growth of the corcbpr@ductivity index (d) can be modeled

in several components for regioand yeat: percentage changes in industry productivity
which are constant over time and regid@h) @nd improvements in productivity resulting from
firm dynamics ED), the degree of related variety in the regiBV)Yand population density
(PD). We minimize the danger of reversed causalitynoprporating lagged effects of firm

dynamics on TFP growth. This extension of equai®)rieads, after subtracting

a,dl, + @-a,)dk, on both sides to an expression in which the degrenehriable is

Solow’s residuaf,; :

& =6+BFD,_,+BRY+LPD+¢, ©)

with i0(1...,n), tO(T,,...,T),0< p< T -T,

In our empirical analysis values of are based on cost components (for argumentation
see e.g. Griliches and Lichtenberg (1984, p. 486-488) ). Advantadesohethod is
that weightings depend on region and sec¥ge. control for general business cycle
effects (affecting all regions) by including dummyriables representing every year of
observation. Summarizing, equation (3) measured fattor productivity (TFP) growth or

Solow’s residual for regiom in yeart as the sum of: (i) technical industrial prograsgshe

strict sense €), (ii) additional efficiency caused by firm dynassi (coefficient 3,), the

degree of related variety (coefficieff,) and population density effects (coefficigh). We

14



also tested for spatial autocorrelation, i.e. thegbility that benefits in one region spill over
to neighboring regions. To this end we examinedrésiduals by region (for separate years
and averaged over the years) and examined the Medramlues, using a spatial weight
matrix identifying each neighboring region. The Mo+l values indicated that spatial errors
were not a problem in our mod&s This finding is different from studies investiiay the
impact of entry rates on employment growth (e.gn\&el and Storey 2004; Fritsch and
Mueller 2004; Van Stel and Suddle 2008). In ourecaith TFP as the dependent variable,
size and significance of the Moran-I dramaticatigrease if we exclude year dummies in the
regressiort® To prevent multicollinearity problems, we do nobael entry and exit together
in one single model but use separate models foy eates and the combined measure of
turbulence. In line with arguments made in the tbgcal section, we allow a time lag for
entry but not for exit; exit of inefficient firmshsuld have a direct positive impact on regional

productivity growth.

We estimate equation (3) using ordinary least sspiashile including the lagged dependent
variable. In addition, and as a test for robustnessdiscuss a dynamic panel data regression
in the Appendix. The panel nature of our data comthiwith the temporal correlation of

some of our variables (hinting at the probabilifyspurious correlations) calls for the

dynamic panel data estimation technique known e&tMM-sys estimator. GMM-sys is
appropriate to our model, because it takes caemdbgeneity issues exploiting the panel data
structure. However, it comes at the cost of losihgervations (degrees of freedom) and

therefore we consider it as a check for robustteessir results using ordinary least squares.

2 Using spatial weight matrices on distances ratien neighboring regions produced very similar
results.

13 This suggests that the (designed) spatial auteletion effect may unintentionally pick up some

temporal autocorrelation as a result of businestesy |t is therefore important to account for inesis
cycle effects.
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Results

Estimation results of equation (3) are depictedtables 3 and 4 for manufacturing and
services respectively. The first two columns intbtatbles (model A) present the results of a
basic model excluding moderating effects, for emaiyes and turbulence rates respectively.
Our analyses thus suggest that for the Netherlauisy and turbulence rates are important

drivers of productivity growth in services, but notmanufacturing.

We find some evidence of moderating effects of nidstion economies and Jacobs
externalities, in particular for the effect of firdynamics on productivity growth in services.
Firm dynamics has an additional positive effect pmoductivity growth in regions with
relatively high population density or relativelyghirelated variety (see Table 2, models B and
C). The moderating effect with related variety sedm dominate the effect with population

density witness the outcomes in model D.

We also tested for the presence of a curvilinefecefin the sense that, at certain point,
increases in entry or turbulence rates midgtierrather than increase competitiveness. In this
way ‘optimal levels’ of entry and turbulence candeived, something Fritsch and Schroeter
(2008) found for German regions but other studiasehnot been able to identify (see
Robinson et al. 2006). The likelihood ratio tesparts the relevance of the inclusion of a
quadratic term (p<0.05) for services but not fornofacturing. Figure 3 describes the
curvilinear effects for model C2 in services. The bf the curve indicating maximum effect
occurs at turbulence rates around 15% whereas\aaseegional turbulence rates range from
7% to 22%. The maximum effect for entry rates osdoetween 10% and 11846 Figure 3
also displays the curve that would result from latreely high and low degrees (plus and

minus one standard deviation from the mean) oftedlavariety, taking into account the

4 The estimated maximum effect by Fritsch and Sdakrd@008), who also find an inverse U-shaped
impact, occurs at a start-up rate of about 8%. Hewneghe percentages are not directly comparable.
First, their estimated curve is for Manufacturimdyile we only find such a curve in Services. Second
their approach differs in that they use the wor&éoas a denominator when deriving entry rates, and
use employment growth ads the dependent variable.

16



estimated negative effect of related variety (@ngffect) on regional productivity growth in
services. Thus, Figure 5 gives the total picturethef combined effect of turbulence and

related variety resulting from model G&teris paribus

INSERT FIGURE 5 ABOUT HERE

Results of the GMM-sys approach are shown in theeagix and confirm the main findings.
Productivity growth in manufacturing seems to bevetr mainly by restructuring of
incumbents. In manufacturing the most spectacat@réovements in TFP revealed to go hand
in hand with severe decline in employment, indicgtiabor shedding processes. We tested
some more alternative models. For instance, inrdecwe with the arguments on creative
destruction in the theoretical section, we allowai rates to have a moderating effect on the
impact of entry rates on TFP growth. We did nodfavidence for this relationship, but this
may be due to the high sectoral aggregation instudy. We also specified models with
longer time lags in manufacturing (3-9 years). Ehdil not improve the model fit and the
effects of entry and turbulence were still insigraht®. Allowing a one-year lag and a three-
year lag for entry and turbulence to impact TFPwgioin services resulted in very similar

results as presented in Tabl&®2.

Discussion

Despite a long tradition of productivity studieddaendogenous growth theory, it is still hard
to explain productivity growth. In this article vilave attempted to analyze the effects of firm
entry and turbulence on competitiveness at the madevant level of analysis, namely the

region. We have used total factor productivity gilovas a measure of competitiveness and

15 Also, we did not find a polynomial lag impact stiure that resembles the one discussed in Fritsch
(2008) This lag structure is characterized by pesishort-term employment effects (typically betwee
0-2 years) diminishing effects because of replac#raffects that may even become negative (3-7
years) and positive long term (carrying capacifigats surfacing only after that.

16 Results of these additional analyses are not tegdnut available on request.
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regressed this on firm entry and exit and TFP ghawtmanufacturing and services in regions
in the Netherlands over a 14 year period. Our tessliggest that firm entry and exit is

important for regional competitiveness in servidas, not in manufacturing.

Why do firm entry and exit in manufacturing not baw positive effect on TFP growth? One
reason might be that productivity growth in mantfieiog in the Netherlands is driven by a
few large players, and that new entrants and fiitseonly have marginal effects on
aggregate productivity growth. This intuition seetmsbe confirmed by the relatively low
explained variance of the statistical models of TF®wth in manufacturing in comparison to
the services models. In addition, most studies len dffect of entry on TFP growth in
manufacturing are based on data from the 1970s188@s, while our study is based on data
from a much more recent period. In the recent desguaoductivity growth in manufacturing
is increasingly driven by incumbents (due to indusestructuring, de-industrialization),
while the contribution by new entrants (and exd} ldeclined over time (see Baldwin and Gu
2006). This might partly explain the differentialtoomes of our study in comparison to other
older studies on the role of entry in productivgtpwth in manufacturing.

One reason why entry and exiib have a positive effect on productivity growth iensgces
may be the relatively low minimum efficient scaleservice activities (see Audretsch et al.
2004), which means that (often small) entrants énvises contribute more easily to
productivity improvements of the sector than ertsan manufacturing. However, another
study in the Netherlands found that young servitess are relatively inefficient, and do thus
not directly contribute to productivity improvemserit the sector (Bangma et al. 2004). This
is consistent with other studies focusing at the fievel (Bartelsman and Doms 2000). This
paradox can be explained by the difference in le¥elnalysis. While entrants may, relative
to incumbent firms, not be more efficient in thétial phase, their potential pressure may
invoke incumbents in the same region to stay aed improve their efficiency — in the
extreme case this could even induce establishepa@oies to acquire new and promising

firms or else to appropriate the new knowledge pled by the new firms, a process of
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creative construction. Such a spill-over procethoagh well-documented by the literature,
is not acknowledged by directly comparing produttivates at the firm level. The research
design of our study enables the inclusion of paakspill-over processes by analyzing the
effects of firm entry and exit at the regional lesad allowing for time lags for the changes
in firm dynamics to affect productivity growth. kcomparison to the manufacturing sector
where knowledge is generally more appropriable patnted more frequently, knowledge
spillovers may take place more frequently in thevise sector. Of course sectors are linked
and it is conceivable that entry in services hadnapact on regional productivity growth

manufacturing. We did not account for this in ouodal and future research might take a

closer look at these interlinkages.

We should note that we did not control for the ieidveness of entrants, which is an
important part of the creative destruction stomtrants should potentially be innovative in
order to destruct less innovative (or constructdsgtincumbents. Our approach basically
assumes that an increase in entry rates goes @rgeitih an increase in innovative potential
stemming from new firms. For innovative potentiaeativeuseof technology that recently

became available is just as relevantpasduction of innovation. Inklaar et al. (2003) for

instance show that productivity growth is partielylehigh in ICT-using sectors. This also
links to the policy conclusion for the NetherlarmsBartelsman (2004) where, commenting
on Baumol (2004), he stresses that policy shouldamo at entry or small businesses in
general, but at “..the number of firms (...) that esfment with new methods to serve the
market...” (Bartelsman 2004, p. 361). Future reseanifht take a closer look on this and
make an attempt to separate new firm activity withovative potential from new firm

activity that has no innovative potential - regasdl of sector classification. Similarly, it will

also be fruitful to explore different types of exit our study we were not able to distinguish
between exits that recently entered the marketeaiid of firms that have been operational
for several years. A distinction between voluntang involuntary exit would also be highly

relevant.
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Policy makers increasingly aim at fostering enteggurship for stimulating the
competitiveness of regions. Prior studies showatlehtrepreneurship is an important vehicle
for achieving employment growth in many settingsr &tudy for the Netherlands shows that
entrepreneurship can be important for regional cetitipeness. In order to increase the
effectiveness of public policy in economies likee thetherlands one should perhaps not
stimulate entry and possibly exit in general, thbidd focus at lowering the entand exit
barriers in the service sector. Also, policymaksheuld be aware that firm dynamics will
have larger impacts on regional competitivenes®me regions, especially those with higher
degrees of relatedness and, to lesser extent, hgmulation density. Finally, one should
know where to stop when stimulating entrepreneprshiir results also indicate thatb much

entry can lead to decreases in competitiveness.
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Figure 1 Turbulence rates in Manufacturing, by ButsFigure 2 Turbulence rates in Services, by Nuts3

regions in the Netherlands, averages over 1988-200fegions in the Netherlands, averages over 1988-2000
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Figure 5. Graphical representation of curvilineapact of firm dynamics on TFP and the moderating
role of related variety in the region — based oefficients Table 4, model C2
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Table 1 Descriptive statistics of the variablesdigethis study, non-weighted averages

Averages over each time period
Mean St..Dev 1990-1991 1992-1994 1995-1997 1@@®2 2001-2002

Manufacturing

TFP 0.03 0.06 0.01 0.04 0.04 0.04 0.03
Entry (t-2) 0.06 0.02 0.06 0.06 0.06 0.07 0.06
Turbulence 0.11 0.03 0.09 0.10 0.11 0.11 0.10
Services

TFP 0.00 0.02 0.00 0.01 0.00 0.00 -0.01
Entry (t-2) 0.09 0.02 0.09 0.09 0.09 0.10 0.11
Turbulence 0.13 0.03 0.11 0.12 0.13 0.15 0.16

Regional demography
Population density  0.32 0.22
Related Variety 0.93 0.09

Table 2 Correlation Matrices

Manufacturing Services
1. 2. 3. 4, 1. 2. 3. 4,
1. TFP
2. Entry (t-2) 0.06 -0.01
3. Turbulence 0.06 0.71 -0.06 0.95
4. Related variety 0.15 0.27 0.24 -0.03 0.23 0.16

5. Population density 0.05 0.29 0.36 0.45 0.02 0.16 0.12 045
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Table 3 Regression results for TFP growth in mactuféng.

Al A2 B1 B2 C1 Cc2 D1 D2
Lagged dependent
TFP (t-1) -0.07 -0.07 -0.07 -0.07 -0.07 -0.07 -0.07 -0.07
(0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07)
Firm dynamics
Entry (t-2) 0.15 0.11 0.21 0.29
(0.16) (0.17) (0.16) (0.17)
Turbulence: 0.03 0.03 0.08 0.07
Entry (t-2) + Exit (t) (0.07) (0.07) (0.07) (0.07)
Regional demography
Related variety 0.17* 018 * 018 ** 019 * 024 * 024 * 024 * 023 *
(0.04) (0.04) (0.04) (0.04) (0.06) (0.06) (0.06) (0.06)
Population density -0.01 -0.01 0.01 0.01 -0.01 -0.01 0.00 0.00
(0.01) (0.01) (0.01) (0.02) (0.01) (0.01) (0.02) (0.02)
Firm dynamics in regions
With high levels of...
Population density -0.17* -0.20 ** -0.14 -0.14
(0.10) (0.10) (0.112) (0.11)
Related variety -0.22* -0.21 * -0.20 -0.16
(0.12) (0.12) (0.14) (0.13)
Constant -0.14*»* -014 * -015 * -015 * -020 * -0.20 ** -0.21 * -0.19 *
(0.04) (0.04) (0.04) (0.04) (0.06) (0.06) (0.04) (0.06)
Number of obs. 511 511 511 511 511 511 511 11 5
F statistic 5.15 4.95 4.90 4.69 5.00 4.78 54.7 4.52
R’ 0.178 0.177 0.182 0.183 0.186 0.184 0.189 .18®

Year dummies included but not reported. Robustdgtetherrors in parentheses. Outliers (absoluteevafistandardized residuals > 2.5) are removed frenanalysis
* *%
p< .10, ** p< .05



Table 4 Regression results for TFP growth in sesic

Al A2 B1 B2 C1 Cc2 D1 D2
Lagged dependent
TFP (t-1) 032 * 031 = 031 = 030 * 031 * 029 = 031 * 029 *
(0.06) (0.06) (0.07) (0.06) (0.07) (0.07) (0.07) (0.07)
Firm dynamics
Entry (t-2) 1.01 * 0.92 ** 1.05 ** 1.02 **
(0.42) (0.42) (0.42) (0.42)
Turbulence: 1.20 ** 1.13 ** 124 ** 122 **
Entry (t-2) + Exit (t) (0.32) (0.32) (0.32) (0.33)
Squared term -454* -386 ** -412 ** -3.67 ** -493 * -419 ** -490 ** -412 **
(1.98) (1.02) (1.98) (1.03) (2.03) (1.04) (2.00) (2.07)
Regional demography
Related variety -0.00 -0.00 -0.01 -0.00 -0.04 * -0.04 ** -004 ** -0.04 *
(0.01) (0.01) (0.01) (0.01) (0.02) (0.02) (0.02) (0.02)
Population density 0.00 -0.00 -0.00 -0.01 0.00 -0.01 -0.00 -0.00
(0.00) (0.00) (0.00) (0.01) (0.00) (0.00) (0.01) (0.01)
Firm dynamics in regions
With high levels of...
Population density 0.04* 0.03 0.02 0.01
(0.02) (0.02) (0.03) (0.03)
Related variety 0.06** 0.08 * 0.07 * 0.08 **
(0.03) (0.03) (0.03) (0.03)
Constant -0.04 * -0.08 ** -0.03 -0.07 ** -0.04 -0.07 ** -0.03 -0.07 **
(0.02) (0.03) (0.02) (0.03) (0.03) (0.03) (0.03) (0.03)
Number of obs. 513 513 513 513 514 514 513 14 5
F statistic 16.86 17.54 16.29 16.80 16.49 17.3 15.74 17.37
R 0.379 0.381 0.382 0.391 0.379 0.392 0.381 .39D

Year dummies included but not reported. Robustdgtetherrors in parentheses. Outliers (absoluteevafistandardized residuals > 2.5) are removed frenanalysis
* **
p< .10, ** p< .05



APPENDIX: Alternative Specifications Using Dynamic
Panel Data Estimation Techniques

Estimates

Since we have a panel of regional observations, tangporal correlation of some of our

variables is likely, it is appealing to employ tbgnamic panel data estimation technique
developed by Arellano and Bond (1991), and Blundall Bond (1998) also known as the
GMM-sys estimator. GMM-sys is appropriate to ourdelp not only because of potential

endogeneity issues, but also because it inclutlashand a difference equation. This implies
that (i) potential multicollinearity issues arisifigm including multiple lags of independent

variables are sufficiently dealt with, (ii) estiredteffects are truly dynamic and (iii) it is still

possible to control for regional effects — in oase related variety and population density.

The GMM-sys technique is particularly appropriabe panel data with a limited number of
time observations. When the number of years ineease number of instruments involved
will increase exponentially and the GMM-sys teclugidpecomes less applicable (Roodman,
2006). In this respect the length of our observee tperiod (14 years) is not particularly low
relative to the number of regions. As a check fabustness, however, we do present our
results based on GMM-sys estimation techniquesthi®end we use the averages of non-
overlapping periods; this implies we loose (timbservations but it renders the data more
suitable for this kind of GMM panel data analydide use the two-step procedure and the
finite-sample correction by Windmeijer (2005) inder to obtain robust estimation results.
We compare our results with the outcomes using @cBniques. The results for TFP growth
are presented in tables A1 and A2. Firm dynamiesnst® induce TFP growth in services but

not in manufacturing. This is consistent with thieSOesults in tables 2 and 3.
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Table Al. Regression results for TFP growth in Manturing, non-overlapping periods:

Firm dynamics: Turbulence Entry
oLs GMM-sys OoLS GMM-sys
TFP (lagged) -0.09 -0.06 -0.09 -0.08
(0.08) (0.10) (0.08) (0.08)
Firm Dynamics -0.34 -0.66
(0.54) (1.26)
Firm Dynamics (lagged) 0.01 0.07 0.30 0.05
(0.25) (0.54) (0.48) (0.45)
Related variety 0.28** 0.40 0.27* 0.63
(0.07) (0.40) (0.07) (0.45)
Population density -0.02 -0.11 -0.02 -0.08
(0.03) (0.16) (0.03) (0.21)
Spatial autocorrelation 0.01 -0.37 0.01 -0.47*
(0.12) (0.22) (0.12) (0.19)
Constant -0.12* -0.18 -0.13* -0.45
(0.07) (0.57) (0.07) (0.56)
Number of observations 200 200 200 200
Number of instruments 40 40
F statistic 8.2 10.5* 8.3 17.8*
Adj. R? 0.27 0.27
AR(1) in first differences -2.47** -2.26%*
AR(2) in first differences -0.07 -0.45
Hansen test of overid.
restrictions 252 245
Prob. > chi2 0.52 0.66

*p< .10, * p< .05

Period dummies included (estimates not reporte29011991, 1992-1994, 1995-1997, 1998-2000, and-22002

Note: all difference-in-Sargan tests of exogen@ityinstrument subsets did not reject the Null hjxesis of
exogenous instruments in the GMM-sys models. GMBI-ssgressions were performed using Stata,
xtabond2 procedure..
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Table A2. Regression results for TFP growth in e, non-overlapping periods

Firm dynamics: Turbulence Entry
GMM-
OLS GMM-sys OLS
Sys
TFP (lagged) 0.65** 0.31* 0.65** 0.45*
(0.07) (0.15) (0.07) (0.16)
Firm Dynamics 1.74* 1.71%
(0.64) (0.84)
Firm Dynamics (lagged) 0.05 -0.21 0.01 -0.36
(0.13) (0.56) (0.18) (0.73)
Related variety -0.02 -0.15 -0.02 -0.13
(0.03) (0.18) (0.03) (0.15)
Population density 0.01 -0.00 0.01 -0.04
(0.01) (0.05) (0.01) (0.05)
Spatial autocorrelation -0.25 -0.05 -0.25 -0.23
(0.17) (0.47) (0.17) (0.43)
Constant 0.03 -0.10 0.04 -0.04
(0.03) (0.28) (0.03) (0.21)
Number of observations 200 200 200 200
Number of instruments 40 40
F statistic 22.3* 20.0** 22.3% 25.3%
Adj. R? 0.52 0.52
AR(1) in first differences -2.75** -2.62**
AR(2) in first differences -1.05 -0.88
Hansen test of overid.
restrictions 27.9 32.8
Prob. > chi2 0.47 0.24

*p< .10, * p< .05

Period dummies included (estimates not reporte2011991, 1992-1994, 1995-1997, 1998-2000, and -22002

Note: all difference-in-Sargan tests of exogene@ityinstrument subsets did not reject the Null hixesis of
exogenous instruments in the GMM-sys models. GMBI-ssgressions were performed using Stata,
xtabond2 procedure.
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