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Abstract

Taking a regional perspective the study analyzes the relationship be-

tween collaboration intensity and innovation efficiency. For the empirical

assessment, data is employed covering 270 German labor market regions

and the Electrics & Electronics industry. Patent co-applications approxi-

mate collaboration intensities that are related to innovation efficiency using

conditional nonparametric efficiency analysis. The investigation shows that

regions with medium levels of intra- and inter-regional collaboration inten-

sities outperform regions characterized by low and very high intensities.
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1 Introduction

It is frequently emphasized that intensive collaboration can foster innovation per-

formance by triggering collective learning processes (see, e.g., Cooke et al., 1997).

Backed by evidence from numerous case studies the innovation-promoting role of

collaboration is widely accepted (Cooke and Morgan, 1994; Saxenian, 1998; Asheim

and Isaksen, 2002).

However, it is well known that extensive regional collaboration can yield low in-

novation performance if inter-regional linkages are lacking (Bathelt et al., 2004).

Accordingly, intensive collaboration can promote innovation activities while be-

yond a certain intensity level it may be related to negative effects. The latter

becomes especially visible in regional overembeddedness scenarios, which char-

acterize regions with dense intra-regional collaboration but missing outside links

(Camagni, 1991).

The empirical picture on this issue is still mixed. The majority of studies suggest

a positive relation between high collaboration intensity and innovative success

(Arndt and Sternberg, 2000). However, there are also studies that do not find

collaboration to play a conductive role for innovation (Fritsch, 2004; Oerlemans

and Meeus, 2005).

The paper aims at shedding more light on this issue by taking a regional per-

spective and investigating how the level of intra- and inter-regional collaboration

intensity relates to regional innovation efficiency. For the empirical assessment a

conditional nonparametric efficiency analysis is employed. It is particularly suit-

able for exploring this empirical relation in an unrestricted manner. Moreover, it

allows assessing region’s particular situations in a very detailed manner providing

a useful basis for designing regional policy. The investigation is based on a unique

data set covering 270 German labor market regions and the Electrics & Electronics

industry in 1999-2002.

The study confirms the existence of an inverted-u shape relationship between the

regional levels of collaboration intensity and regional innovation efficiency. Medium

collaboration intensity and a balance between intra- and inter-regional collabora-

tion characterize regions with the highest innovation efficiency. Low and very high

intensity levels as well as an unbalanced mix of intra- and inter-regional collabo-
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ration are found for regions with comparatively low innovation efficiencies.

The paper is organized as follows. Section 2 gives an overview of the literature

on collaboration and regional innovation performance. In Section 3, the empirical

methodology is described in detail. The employed data approximating intra- and

inter-regional collaboration intensities, regional characteristics, and innovation are

presented in Section 4. Section 5 describes and discusses the results. Section 6

concludes.

2 Collaboration and innovation

2.1 The relationship between collaboration and innovation

Inter-organizational collaboration in the field of research and development (R&D)

is an important supplement to internal R&D activities as it is shown to increase the

probability of innovative success (Oerleman and Meeus, 2000; Hagedoorn, 2002).

Benefits of collaboration activities are the sharing of risk and costs (Cassiman and

Veugelers, 2002), access to complementary knowledge and assets (Teece, 1986), as

well as the transfer of knowledge (Eisenhardt and Schoonhoven, 1996). Not sur-

prisingly, there is a clear conclusion in recent literature that firms improve their

innovative capabilities by engaging in collaborative R&D projects (Faems et al.,

2005).

However, this does not mean that collaboration is always beneficial. Establish-

ment and maintenance of collaborative agreements require efforts and success is

not guaranteed (Bleeke and Ernst, 1993). Many collaboration fail, which often

goes along with lost investments. On the one hand, imperfect appropriability of

knowledge can increases the benefits of collaborative R&D projects. On the other

hand, it simultaneously raises the incentives to free ride on partners’ R&D efforts

(Kesteloot and Veugelers, 1995). Also “learning races between the partners [...],

diverging opinions on intended benefits [...] and a lack of flexibility and adapt-

ability” (Faems et al., 2005, p. 240) can induce negative effects of collaboration.

Hence, whether the benefits of collaboration are realized, depends on the comple-

mentarity of the partners’ resources, aims, and working routines.

In particular the positive effects associated to collaborating have also been recog-
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nized in Economic Geography. It has been shown that the outstanding innovation

performance achieved by a number of regions can be attributed to a location-

specific collaboration cultures and regional collective learning processes (see, e.g.,

Aydalot and Keeble, 1985; Saxenian, 1998; Asheim and Isaksen, 2002). This mo-

tivated the development of concepts like the ‘innovative milieu’ (Camagni, 1991),

‘learning region’ (Florida, 1995), and ‘regional innovation system’ (Cooke, 1992).

Accordingly, regions characterized by dense regional collaboration tend to realize

higher innovation performance than regions with less dense regional knowledge

networks (Fritsch, 2004).

However, intensifying collaboration among members of a relatively small group can

lead to very dense networks. Eventually this can result in “overembeddedness”.

Overembeddedness, which is a known problem in network research, refers to a

situation where organizations’ relations became long-lasting, trust-rich, thick, and

eventually redundant (see, e.g., Granovetter, 1985; Uzzi, 1996). In other words,

overembeddedness can occur when social aspects “supersede the economic imper-

atives” underlying collaboration (Uzzi, 1997, p. 59). Social proximity outweighs

economic reasoning, which leads to economically sub-optimal collaboration deci-

sions. Accordingly, the economic effects of collaborating are not maximized or can

even become disadvantages.

The overembeddedness problem translates to the regional level because individ-

uals can develop a tendency to concentrate on their home region for knowledge

exchange (Broekel and Binder, 2007). If this applies to a sufficiently large number

of regional organizations, regional knowledge networks may become “too closed

and [...] too rigid” (Isaksen, 2001, p. 110). Or as Grabher (1993) puts it: the

“ties that bind” may become “ties that blind” (p. 24). Being over-embedded into

regional networks, organizations are likely to miss technologies and innovations

developed outside their region. Their innovation performance is reduced because

they lack access to non-regional knowledge and skills (Camagni, 1991). In the

following, such a set-up is referred to as “regional overembeddedness”. It is closely

related to a regional lock-in, which describes the situation of regional organizations

being unable to leave a particular development trajectory, which delivers subopti-

mal economic results (see, e.g., Grabher, 1993; Martin and Sunley, 2006). While

regional overembeddedness can be part of a regional lock-in it only refers to the
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static description of a particular configuration of collaboration activities.

The same rationale can be applied to organizations’ embeddedness into inter-

regional knowledge networks. Knowledge networks can span regional boundaries

and do not develop automatically when organizations are co-located (Isaksen,

2001). If regional organizations don’t provide valuable knowledge or they distrust

each other, inter-regional collaboration is the remaining option for collaborative

research. Accordingly, regional knowledge networks do not develop when regional

organizations are not willing or capable of realizing the efforts needed to for their

establishment and maintenance. In the remainder of the paper ‘supra-regional

overembeddedness’ is referred to as a situation in which regional organizations

are well embedded into inter-regional knowledge networks but fail to develop in-

tensive regional collaboration. In a related manner, Bathelt et al. (2004) argues

that a “cluster which is more or less empty because its important organizations

are constantly traveling the world in order to build and maintain an extensive

pipeline system [global knowledge networks] will run an obvious risk of becoming

less vibrant” (p. 48). Not collaborating regionally implies that firms do not take

advantage of the benefits geographic proximity yields for interacting and learn-

ing. This includes lower transport and travel costs, easier development of trust,

facilitating of collective learning, and the exchange of non-codifiable knowledge

(see, e.g., Bathelt et al., 2004). For this reason, regions with low intra-regional

collaboration and underdeveloped regional knowledge networks are likely to be

outperformed by regions that organizations exploit these benefits.

In summary, in order to sustain high innovation performance firms need to partic-

ipate in “local buzz” while having simultaneously access to “global pipelines” of

knowledge (Bathelt et al., 2004).

A rich empirical literature analyzes the effects of collaboration and knowledge net-

works on firms’ performance (see, e.g., Powell et al., 1996; Uzzi, 1996; Faems

et al., 2005; Tsai, 2009). These studies generally find that active collaboration

has a stimulating impact. Overembeddeness, which relates to lower innovation

performance, is however also found to exist (Uzzi, 1996).

Many studies exploring the effects related to the level of regional collaboration

intensity, i.e. the aggregate collaboration behavior of regional organizations, are

of qualitative nature. Nevertheless, they offer rich evidence for a positive relation-
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ship between this intensity and innovation performance (see, e.g., Saxenian, 1998;

Asheim and Isaksen, 2002). However, regional lock-in situations are also observed

(Grabher, 1993; Hassink, 2007; Cho and Hassink, 2009), which may imply regional

over-embeddedness situations. Fewer quantitative approaches exist that consider

multiple regions. For instance, Fritsch (2004) uses data on eleven European re-

gions but finds no “support for the suggestion that collaboration or a relatively

pronounced cooperative attitude in a region is conducive to innovation activity”

(p. 844). Fritsch and Franke (2004) add to this with their study on three German

regions.

In light of this mixed picture, it is the objective of the paper to shed more light

on this issue from a regional perspective. More precise, the study investigates the

relationship between the level of regional collaboration intensity and regional inno-

vation efficiency. Accordingly, collaboration intensity, regional overembeddedness,

and supra-regional overembeddedness are treated as regional phenomena referring

to the collective behavior of regional organizations.

In light of the above, high regional collaboration intensity can be expected to stim-

ulate regional innovation performance. However, if overembeddedness situations

exist very high intensities are related to negative effects. Hence, similar to what

has been found at the firm level by Uzzi (1996), the relationship between collabo-

ration intensity and innovation performance is likely to follow an inverted u-shape

at the regional level.

3 Estimating regional innovation efficiency

3.1 Nonparametric conditional frontier analysis

The innovation performance of regions is commonly evaluated in a knowledge

production function framework (see, e.g., Griliches, 1979; Jaffe, 1989). In this

framework, variables representing knowledge inputs are set into a functional re-

lationship with knowledge outputs generated by regional organizations. On this

basis, their innovation performance can be perceived of as the efficiency with which

knowledge inputs are transformed into innovative outputs (Fritsch, 2003; Brenner

and Broekel, 2010).
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In this context Bonaccorsi and Daraio (2006); Broekel (2007) advocate the use

of nonparametric approaches for the estimation of this efficiency. For this reason

regional innovation efficiency is calculated using the robust version of the tradi-

tional Free Disposal Hull (called order-m in the following) as introduced by Cazals

et al. (2002). The principal idea of nonparametric efficiency analysis is that ob-

servations are evaluated with respect to a frontier function. The frontier function

consists of best-practice observations, i.e. observations showing a maximum of

output given a certain level of input.1 Compared to parametric approach these

techniques yield a number of advantages. Nonparametric efficiency analyses relax

a number of critical assumptions that are inherent to parametric production func-

tion approaches (regressions). For example, the risk of model mis-specification

is reduced by their nonparametric nature. The estimations also do not assume

the existence of a universal (pre-defined) functional relationship between knowl-

edge inputs and innovative output. Instead, the constructed best-practice frontier

functions are allowed to differ between regions, which accounts for unique situa-

tions characterizing some regions. Efficiency analyses are also useful for the design

and evaluation of regional policy. This is firstly, because regions are compared

to best-practice regions, while in traditional production function approaches the

evaluations are done on the basis of average practice. Secondly, the analyses give

detailed information on a region’s particular situation, which can be a valuable

input for the design of region-specific policies.

Robust nonparametric frontier approaches conceive of the transformation of inputs

into outputs as a probabilistic process. The interest is in the probability an ob-

servation (x0,y0) is dominated by other observations.2 According to Cazals et al.

(2002) an observation’s benchmark (frontier) can be the expected maximal value

of output of m randomly drawn (with replacement) observations with equal or less

levels of input (output-orientation).3

Practically, the efficiency measure of order-m can be computed the following.

1This corresponds to an output-oriented version, which has been argued to be more appro-
priate in this context than the input-orientation (Broekel and Brenner, 2007).

2x represents the input and y the output.
3The value of m is specified by the researcher. It is a trimming parameter defining the

sensibility of the estimation with respect to outliers in the data. Following Bonaccorsi et al.
(2005) the level of robustness is set to below ten percent. This means that ten percent of the
observations have efficiency values smaller than one.
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Y1, ..., Ym are m random variables drawn from the conditional distribution function

of Y given X ≤ x0. The output-oriented order-m efficiency measure λ̃m(x0, y0) is

defined for observation (x0,y0) as

λ̃m(x0, y0) = max
i=1,...,m

�
min
j,...,q

(
Y j
i

yj0
)

�
(1)

with Y j
i (y

j
0) being the jth component of Yi (of y0 respectively). λ̃(x0, y0) is a

random variable because the Yi are randomly drawn. In order to obtain the final

λ̂m(x0, y0), a simple Monte-Carlo algorithm in which λ̃m(x0, y0) is estimated B

times (B being large) (Cazals et al., 2002). The order-m efficiency measure of

observation (x0, y0) is then defined by

λ̂m(x0, y0) = E[λ̃m(x0, y0)|X ≤ x0] =
1

B

B�

b=1

λ̃b
m(x0, y0) . (2)

The order-m frontier function is a partial frontier because not all observations are

enveloped. This feature makes it less sensible to outliers and statistical noise.

The result of the order-m frontier analysis is a measure of relative efficiency. In

the context of the paper, it indicates by how much a region’s innovative output

has to increase in order for this region to become best practice (efficient) given its

level of knowledge inputs. Values of λ̂m smaller or equal to one indicate efficiency

and larger values represent inefficiency.

Intuitively, this efficiency measure could serve as dependent variable in a regression

approach and by this means its relationship to other variables (‘external factors’)

can be investigated. However, such two-stage procedure, a efficiency analysis that

is followed by a regression, is methodologically problematic (Simar and Wilson,

2007). Conditional frontier analyses have been developed for this reason and rep-

resent a way to explore the relationship between external factors and efficiency

measures (Daraio and Simar, 2007b,a; Badin et al., 2008). These conditional fron-

tier approaches can be used for an unrestricted exploration of variables’ influences

on efficiency without ex-ante imposing a particular type of relationship. This is

particularly important if non-linear relationships are to be expected, which is the

case in the context of the present paper.
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In practice, two efficiency measures have to be estimated: a conditional and an

unconditional. The unconditional measure has been described above. It compares

the relation between an observation’s output to the best practice found among

observations with equal or less input levels. The same applies to the conditional

measure. However, the comparison is done under consideration of (conditional on)

one or more external factors z. More precise, an observation’s evaluation is biased

towards comparisons with observations having similar values in these external fac-

tors. The likelihood that an observation is compared to another, therefore depends

negatively on the difference between their values of z.

The output-oriented conditional order-m efficiency measure λ̃c
m(x, y) is defined for

observation (x0, y0) by:

λ̃c
m(x0, y0) = max

i|Xi≤x|Kz(z,zi),i=1,...,m

�
min
j,...,q

(
Y j
i

yj0
)

�
. (3)

Kz(z, zi) is the generalized product kernel proposed by De Witte and Kortelainen

(2009). These authors refine the approach by Badin et al. (2008) allowing the

estimation of significance levels for the relationship between external factors and

the efficiency measures. An appropriate bandwidth for this kernel is selected in

accordance to their approach. Similar to the unconditional λ̂m(x0, y0), λ̂c
m(x0, y0)

can be estimated with a Monte-Carlo algorithm or by numerically solving an in-

tegral (see De Witte and Kortelainen, 2009).

The central variable in a conditional frontier analysis is Qz representing the ra-

tio between conditional and unconditional efficiency. Qz can be set in relation to

the values of the external factors. The significance of the relationships between

Qz and the external factors is estimated according to De Witte and Kortelainen

(2009) using a bootstrap approach with a mixed kernel function and a data-driven

bandwidth selection procedure.

To assess the impact of a variable on efficiency, the relation between Qz and the

external factors are presented in three-dimensional and two-dimensional scatter

plots. Nonparametric regressions highlight existing trends in these plots, which

detailed picture the relation between the external factors and Qz (for details see

Daraio and Simar, 2007a). In the present setting an increasing regression curve
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indicates a positive association between efficiency and the external factor, while a

decreasing curve hints at a negative association. Following De Witte and Korte-

lainen (2009), the local-linear estimator by Li and Racine (2004) is used for the

nonparametric regressions. Bootstrapped error bands are constructed to validate

the robustness of the regression trends. In this way, regional innovation efficiency

is related to the levels of regional collaboration intensity, with the latter being

defined as ‘external factors’.

Opposed to regression analyses, a feature of this type of analysis is that two effi-

ciency measures are obtained for each region. Accordingly, it is possible to evaluate

a particular region’s situation in detail with respect to the relationship between

the considered external factor and its level of efficiency. This will be demonstrated

later in the paper.

The regional level of collaboration intensity is a result of a long development pro-

cess and it is influenced by many factors, of which many have not been discussed

above (i.e. culture, location of region, etc.). It seems reasonable to assume that

this intensity changes little over time. The data employed for the empirical analy-

ses covers only four years. Any observed change within this time span is therefore

unlikely to reflect ‘real’ changes in regional collaboration intensity.4 While the con-

ditional and unconditional efficiency measures are separately estimated for each

year the resulting data is pooled and a cross-sectional analysis is conducted for

this reason. This significantly reduces the effects of outliers and statistical noise.

Moreover, large numbers of observation increase the robustness of the employed

nonparametric regressions. However, such approach does not allow inferring on the

causal relation between the variables, though. While most theoretical arguments

suggest collaboration intensity to impact innovation performance, the opposite is

possible as well. For example, innovative firms are more attractive partners for

R&D collaboration than firms without a record of successful R&D. The same can

apply to firms located in regions that are well known for highly innovative prod-

ucts. In these instances, innovative success induces higher levels of collaboration.

The primary focus of the investigation is therefore on the shape of the relationship

between collaboration intensity and innovation efficiency.

4Indeed, the two later introduced collaboration intensity measures show considerable variance
between the years: from year to year they are correlated less than r = 0.25∗∗∗.
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3.2 Regional innovation efficiency

For the estimation of regional innovation efficiency the number of innovations re-

gional organizations generate can easily be defined by the innovative output. More

problematic is the choice of input factors. This is discussed at great length in Bren-

ner and Broekel (2010). These authors conclude that there is no optimal solution

and argue in favor of using a range of efficiency measures, which can be used for

assessing the robustness of the results. Following their suggestion, three measures

of regional innovation efficiency are defined that differ with respect to the con-

sidered set of input factors. First, the innovation efficiency of R&D employees is

estimated. Here only two R&D employment variables are used. This approach is

most often applied in the literature (see, e.g., Fritsch, 2002; Fritsch and Slavtchev,

2006; Broekel, 2008).

In the second set-up, variables are considered as input factors that are significantly

related to R&D employees’ innovation efficiency (EFF) estimated in the first set-

up. These variables are identified using the conditional frontier analysis in analogy

to a stepwise approach in in regression frameworks. In practice this means that all

combinations of external factors (variables approximating regional characteristics)

are tested for their significance with EFF. The combination is chosen in which the

largest set of variables is simultaneously significant. In addition, it is checked if the

relationship between each significant variable and EFF is monotone and positive,

which is a necessary requirement for a variable to be considered an input factor in

an efficiency analysis (see, e.g., Coelli et al., 1998). This second set-up is primarily

econometrically motivated and is expected to deliver the statistically most reliable

results.

In the final set-up, the set of input variables is extended by all variables that are

significantly correlated to the innovation efficiency of R&D employees estimated

in the first set-up (EFF). Here, it is controlled for a large range of regional char-

acteristics but some statistically redundant variables might be considered.
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4 Data on innovation, R&D, and collaboration

4.1 Patent applications and R&D employment

It is well known that innovation activities differ strongly between industries and

sectors (see, e.g., Oerlemans and Meeus, 2005). For this reason the focuses is on a

single industry: the manufactures of electrical and electronic equipment (ELEC).

The industry is chosen because it is highly innovative and relatively R&D inten-

sive (Pavitt, 1984). Moreover, patenting represents an important property rights

protection mechanism for this industry (Arundel and Kabla, 1998). This is crucial

because following a common approach in innovation research, the outputs of in-

novation activities are approximated with patent applications.5 This ensures that

the indicator captures most, or at least a significant share, of this industry’s inno-

vations. This industry is also second in terms of patent applications in Germany,

which guarantees a sufficient number of patents in most German region.

The units of analyses are the 270 German labor market regions that have been

used in related studies (see, e.g., Buerger et al., 2010). These regions are defined

by the German Institute for Labor and Employment and reflect the spatial dimen-

sion of labor mobility in Germany (Haas, 2000). Moreover, they correspond to

spatial constraints in firms’ search for cooperation partners (Broekel and Binder,

2007). Hence, a significant portion of knowledge spillovers is captured by this level

of spatial disaggregation. For this use of patent data it is also important that an

inventor’s residence and work place tend to be located in the same labor market

region (Greif and Schmiedl, 2002).

The patent application data for the years 2000-2003 approximate the innovative

output. It is published by the German Patent Office in Greif and Schmiedl (2002)

and Greif et al. (2006). Applications by public research institutes, e.g., universities

and research societies (e.g. Max Planck Society), as well as patent applications by

private inventors are not included because the data on R&D employment covers

only industrial R&D.

R&D efforts are approximated by R&D employment data, which are obtained from

the German labor market statistic provided by the German Federal Employment

5It is acknowledged that patents rather capture inventions than innovations. However, in
order to stay consistent with the literature, the term ‘innovation’ is used in the paper.
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Agency. It covers all employees subject to social insurance contribution. The

R&D personnel is organized according to the NACE classification. It is match

with patent data organized in 31 technological fields on the basis of the concor-

dance by Broekel (2007). The latter is based on the concordance of Schmoch et al.

(2003) and adapts it to the data used here.

Table 3 presents the matched technological fields and NACE codes. The patent

applications of the five technological fields assigned to ELEC are summed result-

ing in a single innovation output measure. This is motivated by the existence of a

great number of zeros in most of these fields. A time lag of two years to the R&D

employment data is moreover assumed.

The R&D employment of ELEC covers the three two-digit NACE codes DL30,

DL31, and DL32. In particular DL30 shows a great number of zero values (147

out of 270 observations in 1999). For this reason, the R&D employees of DL30 are

summed with DL31 obtaining two variables approximating R&D employment. To

construct a meaningful efficiency measure, all regions with zero R&D employment

are excluded, which leaves 258 valid observations per year.6

4.2 Regional characteristics

The literature suggests a wide range of regional characteristics that influence

firms’ innovation and collaboration activities (see, e.g., Feldman and Florida, 1994;

Broekel and Brenner, 2010). To control for their effects on regional innovation ef-

ficiency, the following variables are created.

Among others the benefits of urbanization show as rich local labor markets, well

developed infrastructure, strong local demand, as well as the presence of private

and public research facilities (Burger et al., 2007). Urbanization advantages are

approximated by population density (POP DEN). The gross domestic product

per capita (GDP) captures the regional demand and the public financial situa-

tion. The share of employees with high qualifications (EMP HIGH) is considered

because it measures the quality of local human capital (Weibert, 1999). It also

approximates the presence of other high-tech industries. The data for these vari-

ables are obtained from the German Federal Institute for Research on Building

6For this and for the estimation of correlations the two R&D variables are summed.
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(INKAR, 2005).

Moreover, the literature highlights the importance of business services for innova-

tion and collaboration activities (see, e.g., Feldman and Florida, 1994), which is

why the variable SERVICE is constructed. It represents location coefficient of the

employees assigned to NACE code 74 in a region. Following Laursen (1998) the

coefficient is made symmetric by calculating SERV ICE−1
SERV ICE+1 + 1. This index ranges

from 0 to +2, with one indicating average specialization.

SPEC accounts for the specialization of a region with respect to ELEC. Industrial

agglomeration is, among others, argued to stimulate knowledge spill-overs, which

in turn fosters innovation performance (Greunz, 2004). It is approximated by the

location coefficient of the employees of ELEC, which is also made symmetric as

described above.

Large multinational firms often centralize their patenting in their headquarter’s

regions, implying a potential bias of the regional innovation efficiency. However,

the data at hand does not include disaggregated size information on firms with

more than 500 employees. For this reason, the average firm size (SIZE) in ELEC is

estimated. Contrasting intuition it is good indicator when interpreting the small-

est values to indicate the presence of large firms. For example, Erlangen with the

huge Siemens plants has the second smallest value, Dresden with the large semi-

conductor plants of AMD the sixths smallest values, and Munich with the Siemens

headquarter shows the 34th smallest value. The top-ten regions with the largest

numbers in this variable are all small rural areas in East Germany.

The data used to construct the above variables are taken from the German labor

market statistics.

The six regional characteristics presented so far are argued to influence only firms

located in one region. In contrast, the effects of the following variables are less

regionally bounded. Foremost, this concerns knowledge spill-overs from public re-

search facilities that are sensitive to, but not bounded by geographic distance. Two

variables are included that account for the geographic mobility of university gradu-

ates because this captures most of the non-collaboration related spillovers between

research institutes and firms (Faggian and McCann, 2006). University graduates

of engineering (GRAD ENG) and natural sciences & math (GRAD NAT) are rel-

evant in this context. The graduates of each German university and technical
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colleague are obtained from the German Statistical Office (DESTATIS, 2005).

Their numbers are aggregated at the regional level.

After obtaining their degree, a certain share of graduates leaves the region in

which they studied and move to other regions. Accordingly, the receiving regions

benefit from the knowledge created in universities’ host regions that “spills over”.

However, graduates are solely assigned to the host regions in regional statistics.

Following the procedure proposed by Broekel and Brenner (2007), the numbers

of graduates are distributed across the regions such that a region’s probability to

obtain another regions’ graduates depends positively on its population and hyper-

bolic negatively on the geographic distance between the regions. In addition, a

certain share of the graduates stays in the region of their university. The param-

eters of the hyperbolic function used for estimating the probabilities are fitted by

a maximum likelihood calculation. Data on population counts for five digit postal

code areas and empirical findings on the mobility of graduates from Legler et al.

(2001) are employed in the procedure. Table 2 summarizes the resulting parame-

ters. To control for size effects, the distributed graduate counts enter the analysis

as ratios of regions’ total employment.

4.3 Two collaboration intensity measures

For modeling regional collaboration intensity, the analysis relies on the measure

developed by Cantner and Meder (2008). This measures aims to capture the

regionally aggregated collaboration behavior of organizations abstracted from ex-

ternal restrictions and opportunities to collaborate.7 Accordingly, the measure is

characterized by the absence of what one may call collaboration potential effect.

This refers to the simple fact that some regions offer more possibilities to collab-

orate because a greater number of potential collaboration partners are located in

it. In this context, potential collaboration partners are those that are active in

similar technological fields. This effect should be considered when approximating

regional collaboration intensity.

Data on collaboration are obtained from German patent data published by the

7However, the data covers only collaboration counts. It is acknowledged though that the
(unobserved) quality is a crucial aspect as well.
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German Patent Office in the “Patentblatt”, which includes data from the German

patent office as well as data from the European patent office (DPMA, 2005). On

the basis of the published patent applications, two organizations are argued to

collaborate if they jointly apply for a patent within the IPCs classes assigned to

ELEC. Such measure is a commonly used indicator of inter-organizational collab-

oration (Guellec and van Pottelsberghe de la Potterie, 2005).

Patents are by no means perfect measures of innovation as well as of collaboration

activities (see, e.g., Griliches, 1990; Desrochers, 1998). In ELEC patenting is how-

ever important and the majority of innovations are patented (Arundel and Kabla,

1998). Co-application agreements are complex and reasons for firms to engage in

patent co-application are manifold (see on this Hagedoorn, 2003). How much of

the actual collaboration activities are captured by patent co-applications is un-

known and remains a weakness of present study. It seems however reasonable to

assume that co-applications represent a lower bound of collaboration activities in a

region. If the share of collaboration resulting in co-applications is nearly constant

in all regions, co-application based indicators deliver representative results (Cant-

ner and Meder, 2008). This is likely the case if the focus is on a single industry

in one national state, which is the case in this paper. The presence of large firms

may nevertheless systematically bias this measure as large firms tend to be more

engaged in collaboration (Colombo, 1995; Becker and Dietz, 2004).

The collaboration intensity measures are constructed as proposed by Cantner and

Meder (2008). In a first step, the national collaboration propensity of ELEC is

calculated by dividing the total number of collaborations by the total number of

innovations within this industry. In a second step, the patents are assigned to

labor market regions according to the inventor principle. They reflect regions’

industry-specific technological endowment. Next, the number of collaboration is

calculated that can be expected according to this technological endowment. It is

estimated by multiplying the number of innovations in ELEC (technological en-

dowment) and the collaboration propensity of ELEC, which has been calculated

in step one. This can be regarded as the collaboration potential, i.e. the number of

expected collaboration given the number of collaboration possibilities and average

collaboration intensity. In a final step, for each region the number of observed
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collaboration is divided by the number of expected collaboration.8 The resulting

index I is made symmetric by I−1
I+1 + 1. The idea is that when observed and ex-

pected collaboration measures are equal implying that the index is equal to one, it

means that the regional collaboration corresponds to the national average. Lower

values indicate intensities below the expected level and values above the opposite.

Intra-regional collaboration intensity (INTRA) is constructed on the basis of col-

laboration between organizations located within the same region. Inter-regional

collaboration intensity (INTER) is indicated by the collaborating organizations

being located in different German regions. The latter implies that inter-regional

collaboration refer to national collaboration. International collaboration are not

considered because of too many zero values in the resulting measure. A time lag of

two years with the R&D employment data is considered because the collaboration

intensity measures are based on patent data.

The intensities of intra- and inter-regional collaboration are only weakly correlated

(r = 0.01∗∗∗).9 Accordingly, organizations’ intra- and inter-regional collaboration

behavior seem to be independent of each other. Figure 1 and 2 in the Appendix

show the two intensities’ densities as well as the corresponding contour plot.10

In addition, both variables’ histograms are shown in Figure 6 and 7 in the Ap-

pendix. The plots illustrate that the mass of observations are characterized by

values around one in INTRA as well as in INTER. In addition, a considerable

number of observations show close to zero values in INTRA and values close to

one in INTER. The latter ones are regions with comparatively low R&D employ-

ment in ELEC. This is not surprising because lacking regional alternatives for

collaboration, firms located in such regions need to collaborate across regional

boundaries.

For the pooled data of 1999-2002, the correlation between the two collaboration

intensities and the numbers of patent applications in ELEC is r = 0.29∗∗∗ for IN-

TRA and r = 0.08∗∗∗ in the case of INTER. Accordingly, they are not biased by

the magnitude of regions’ innovative output. Similar applies to a potential head-

8To ensure proper estimations, a small constant is added to the expected collaboration inten-
sity.

9 ∗∗∗ denotes a significance level of 0.01, ∗∗ of 0.05, and ∗ of 0.1.
10For the estimating the density a truncated gaussian kernel is used as proposed by Daraio

and Simar (2007a).
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quarter effect as the correlation with SIZE is marginal.

In line with the results of Cantner and Meder (2008), East German regions tend

to be characterized by lower intra-regional collaboration intensities. They do show

slightly higher inter-regional collaboration intensities than West German regions,

though. The mean difference for the first is 0.30∗∗∗ and for the second −0.10∗∗∗.11

The lower propensity of East German firms to engage in region-spanning collabo-

ration is probably a relict of the reunification. These firms still seem to struggle

to connect to global (or at least inter-regional) knowledge networks and tend to

search locally for collaboration partners (Beise and Stahl, 1999). The missing of

large multinational firms in East Germany might be another reason for the lack of

inter-regional connections (Licht and Zoz, 2000).

Table 4 shows some basic descriptives and Table 5 presents the correlation struc-

ture of all variables considered in the empirical investigation.

5 Regional innovation efficiency and collabora-

tion intensities

5.1 The estimation of regional innovation efficiency

As pointed out before regional innovation efficiency is estimated in three distinct

set-ups, which differ in the set of considered inputs. In the first setup, the only in-

puts are the two R&D employment variables. The stepwise procedure is employed

in the second set-up. Here, GDP is the first regional factor tested for its relation

with the innovation efficiency estimated in the first set-up (EFF). While significant

at first, it becomes insignificant when EMP HIGH is added to the external factor

set. The latter has the lower p-value, which is why GDP is subsequently replaced

with SIZE, SERVICE, POP DEN, GRAD ENG, GRAD NAT, and SPEC. None

of these variables gains significance when EMP HIGH is part of the external factor

set. In addition, none undercuts EMP HIGH’s p-value. In fact, all p-values of two

simultaneously included variables are very large or even one in most instances, see

Table 6 in the Appendix. It suggests that these variables explain more or less the

11Significance is based on Wilcoxon rank sum test.
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same portion of variance in the efficiency measure, which is supported by their

comparatively high correlations (see Table 5 in the Appendix).

Except for few extremely high values, EMP HIGH is positively monotonic related

to innovation efficiency, see Figure 3. Accordingly, the selection criteria are met

and this variable is added to the input factor set of the second set-up, which also

includes R&D employment.

The share of highly educated employees is a reasonable factor to be considered.

First, it accounts for a region’s human capital and for knowledge spillovers from

other industries. Second and more important, it approximates the presence of

other high-tech industries that might also patent into patent classes used to con-

struct the output variable. Considering this variable should therefore increase the

reliability and robustness of the empirical results.

It may seem surprising to find only one regional variable being significantly related

to R&D employees’ innovation efficiency. Using a parametric approach Fritsch and

Slavtchev (2008) for example find nine significant regional characteristics. How-

ever, contrasting their general innovation efficiency measure, industry-specific data

is used here, which reflects only regional disparities in one industry’s innovation

efficiency. Such industry-specific approaches tend to deliver smaller numbers of

significant regional factors as variations in the regional industrial structures are

eliminated (see, e.g., Brenner and Broekel, 2010; Broekel and Brenner, 2010).

Moreover, the conditional frontier analysis seems to be rather conservative in de-

tecting significances.

In the third set-up, the variables SIZE, GDP, and EMP HIGH join the two R&D

employment variables to form the input factor set because they show significant

correlations to the efficiency scores obtained in the first set-up (EFF), see Table 5

in the Appendix.

5.2 The innovation efficiency of German regions

The estimated order-m efficiency scores for the three different set-ups vary lit-

tle. The lowest rank correlation exists between the first and the third set-up

(r = 0.68∗∗∗). Accordingly, the inclusion of additional input variables impacts the

spatial distribution of the efficiency scores to a limited extent.

20



- Figure 5 about here -

For this reason, only the innovation efficiency scores obtained in the second

set-up are discussed in more detail because it is empirically most sound and deliv-

ers very robust results.

Figure 5 gives an impression on the regional distribution of ELEC’s innovation

efficiency when considering EMP HIGH as additional input (EFF H). The corre-

sponding histogram is shown in Figure 4 and some basic descriptives are included

in Table 4 in the Appendix. When looking at the descriptives, the first thing to

notice is the magnitude of some (in-)efficiency values: EFF H’s mean is 943 while

the median is just 5.02. This distortion is caused by extremely high efficiency

scores. Values of this magnitude are induced by zero output but positive input

observations.12 Less than five percent of the observations show values of EFF H

> 50, though. This distortion therefore should not impact the later analysis of the

relationship between innovation efficiency and collaboration intensity.

The map in Figure 5 reveals that agglomerations tend to show above average effi-

ciency (e.g., Berlin, Munich), while rural areas are rather inefficient (e.g., Lingen,

Cloppenburg). There are however significant exceptions. For example, Hamburg

and Cologne are not efficient. Leipzig is even highly inefficient. In contrast, simi-

larly sized regions like Dresden and Nurnberg are efficient. This is not surprising as

the latter two are known to be regions with strong industrial activities in Electrics

and Electronics.

In average, West German regions are more efficient than East German regions

(median difference of −13.95∗∗∗). While Fritsch and Slavtchev (2008) suspect that

primarily differences the industrial structures determine this gap in innovation ef-

ficiency, the industry-specific results of the present study suggest that additional

factors play a role.

5.3 Robustness of results

Table 7 shows that based on the conditional efficiency analysis both variables, IN-

TRA and INTER, are significantly (at the 0.1 level) related to regional innovation

12In the estimation, a constant of 0.001 is added to all regions’ output to ensure proper
estimations.
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efficiency in all three set-ups. Their significance levels are particularly better in

the second set-up with EMP HIGH being an addition input. This meets the ex-

pectation that considering EMP HIGH will reduce some distortion of the efficiency

measure potentially caused by the matching of R&D employment and patent data.

- Table 7 about here -

Figure 8, 9, and 10 in the Appendix show the estimated relationships of intra-

regional (INTRA) and inter-regional (INTER) collaboration intensity for the three

set-ups. The shapes of the obtained surfaces differ little, which indicates that the

relationship between collaboration intensity and regional innovation efficiency is

quite robust and not very sensitive to the definition of the efficiency measures. In

other words, the additionally considered regional factors in the second and third

set-up do not significantly impact this relationship. For this reason, in the follow-

ing only the results of the second set-up are presented because it is the soundest

empirical approach.

The three-dimensional plot in Figure 9 in the Appendix illustrates the simultaneous

relation of both intensity measures, which show to be curve-linear. More precise,

the association has as an inverted u-shape. In addition to the above presented sig-

nificance levels, the relationships’ robustness is further assessed with bootstrapped

error bands plotted in Figure 11 in the Appendix. The bands indicate that most

parts of the curves are highly robust. Only collaboration intensity below 0.1 and

above 1.8 are not reliable in case of INTER, which is a result of few observations

falling into this interval.

It has been pointed out before that the collaboration intensities are only weekly

correlated with innovative output. Nevertheless, regions with low number of appli-

cations may still bias the results. Therefore, the analyses are conducted a second

time excluding all observations with less than 10 patent applications.13 This re-

duces the number of observations per year to 115. The results do not change by

and large, though. Although both measures remain significant at the 0.1 level, the

inverted u-shape persists in case of INTRA (Figure 12 in the Appendix). In case of

INTER, the downward trend for large collaboration intensities is less pronounced.

13The same results are obtained with cut-off points at 5 and 20.
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Accordingly, high levels of INTER do not show a negative relation with innovation

efficiency in case of regions with few patents. However, few regions correspond to

this category implying that this observation might not be very reliable.

5.4 Collaboration intensity and innovation efficiency

While the three-dimensional nicely illustrated the relationship between collabo-

ration intensity and innovation efficiency, a more detailed view can be obtained

by slicing the surface and estimating partial regressions. In a similar manner as

Daraio and Simar (2007a) the results are divided into six sub-samples on the basis

of their INTRA and INTER values. Figure 14 shows the (partial) non-parametric

regressions for INTRA and the third of regions with the lowest (dashed), medium

(solid), and highest (dotted) values of INTER. In a similar manner in Figure 15

the three regressions for INTER are depicted for low, medium, and high levels of

INTRA.

- Figure 14 and Figure 15 about here -

The results clearly indicate that regions with best innovation efficiency are

characterized by medium levels of intra- and inter-regional collaboration intensi-

ties. In contrast, regions with low innovation efficiency tend to show low or very

high collaboration intensities. More precise, efficient regions show balanced intra-

and inter-regional collaboration intensities. Regional overembeddedness situations

with high levels of intra- but low intensities of inter-regional collaboration are

more frequently observed among less performing regions. The same applies to

supra-regional overembeddedness situations in which inter-regional collaboration

intensity is high but intra-regional collaboration is underdeveloped.

These observations seem to support the idea of collaboration intensity impacting

regional innovation efficiency. In particular, situations of overembeddedness are

shown to be associated with low innovation efficiency. Accordingly, local buzz and

access to global pipelines of knowledge characterize regions with high innovation

efficiencies, which implies that firms need to exploit local collaboration in order

to benefit from the advantages geographic proximity with collaboration partners.

Access to global pipelines of knowledge is similarly crucial to “overcome identified
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shortcomings in the local knowledge base” (Bathelt et al., 2004, p. 44). Negative

effects of regional overembeddedness then might be due to missing rivalry between

regional firms, which is crucial for the motivation of firms to innovate (Porter,

1990). In addition, in this situation, firms may over-invest in collaboration ac-

tivities and eventually suffer from free riding (Cassiman and Veugelers, 2002) or

learning races (Faems et al., 2005). Bathelt et al. (2004) also suggest the possi-

bility of “buzz congestion”, which is caused by information overload. As a result

of very intense intra-regional interactions organizations get exposed to too much

information such that they are unable to separate useful from useless information.

However, it has been pointed out before that the empirical approach does not

allow making inference on the causal relationship between collaboration intensity

and innovation efficiency. It just represents the empirical association between

the empirical variables. For this reason, differences in innovation efficiency may

also induce distinct collaboration intensities. Being highly innovative (innovation

efficient) can imply that regional organizations have developed rich and vibrant

knowledge bases that make them attractive partners for collaborative projects.

For the empirical analysis this means, though, that innovation efficient regions

should be characterized by above average collaboration intensities. In contrast,

the empirical analysis suggests that highly efficient regions tend to show medium

collaboration intensities. For this reason, it might rather be the case that orga-

nizations in innovation efficient regions have better capabilities balancing their

collaboration activities or that, given their attractiveness as collaboration part-

ners, they can be more discriminating in their choice of collaboration partners.

Accordingly, the observed association can also be caused by regional innovation

efficiency inducing particular collaboration intensities or that differences in collab-

oration intensity impact innovation efficiency. Most likely the two mechanisms are

simultaneously effective. The study shows, though, that innovation efficiency and

collaboration intensities are related, which confirms firm-level findings by Arndt

and Sternberg (2000) but contrasts results by Fritsch (2004), Sternberg and Arndt

(2001), and Oerlemans and Meeus (2005). Table 8 summarizes the findings.

- Table 8 about here -
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It has been pointed out in Section 3 that in contrast to standard regression

approaches the conditional frontier analysis allows for a detailed investigation of

regions’ particular situations. For instance, Stuttgart is highly efficient with an

(unconditional) order-m score of 0.818. In contrast, the region of Minden, is

deemed fairly inefficient with a score of 1.569. It means, that Minden needs to

increase its innovative output to about 157% its level for becoming innovation ef-

ficient. However, when considering these regions’ conditional order-m efficiencies,

which take into account their intra- and inter-regional collaboration intensities,

the opposite picture emerges. Stuttgart’s conditional efficiency of 1.975 is out-

performed by Minden’s 1.01. What does that mean? For the estimation of the

conditional efficiency score, regions are more likely compared to other regions with

similar collaboration intensities, while the unconditional efficiency compares re-

gions to a random sample. Accordingly, given its level of collaboration intensity

Minden is performing well. In contrast, Stuttgart is doing worse compared to

regions with similar collaboration intensities. If for the sake of the illustration,

collaboration intensity is assumed to influence regional innovation efficiency, this

means that Stuttgart’s high (unconditional) efficiency is a result of its organiza-

tions’ favorable collaboration behavior. In Minden, the situation is the opposite.

To increase efficiency, changes in regional collaboration intensities are necessary.

Indeed, Minden is characterized by low INTRA and INTER values (0.02 & 0.66),

while Stuttgart’s are comparatively higher (1.02 & 1.05). Moreover, within this

framework, benchmark regions could be identified for each region, which may help

policy to design adequate regional initiatives to improve both regions’ positions.

Another interesting observation concerns differences between East and West Ger-

man regions. It was previously emphasized that East and West German regions

differ in terms of regional innovation efficiency and collaboration intensities. For

this reason, it can be expected that parts of East German regions’ lower innovation

efficiency are related to the higher intra-regional collaboration intensities, which

have been shown to go along with lower innovation efficiency. To shed light on

this issue, the analysis is conducted once more. However, this time a dummy for

regions in East Germany (EAST) is included as external factor joining the two col-

laboration intensities. Contradicting the above expectations, it gains significance

with two collaboration intensity measures being significant as well (p-values: IN-
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TRA: 0.018; INTER: 0.003; EAST: 0.001). This implies that the lower innovation

efficiency of East German regions is not solely related to higher collaboration

intensities. Hence, despite differences between East and West Germany, Figure

13highlights that the inverted u-shape relation between collaboration intensity on

innovation efficiency holds in both parts of Germany. However, in East Germany

the negative association between INTER and innovation efficiency is much less

pronounced suggesting that high levels of inter-regional collaboration are an issue

of West German regions.

6 Conclusion

The paper contributed to the literature by providing a quantitative empirical anal-

ysis analyzing the relationship between collaboration intensities and innovation ef-

ficiency at the regional level. On the basis of 270 German regions and the Electrics

& Electronics industry it was shown that a significant relationship exists between

the two, which follows an inverted u-shape. It was found that medium intensities of

intra- and inter-regional collaboration intensities characterize innovation efficient

regions. In contrast, regions with unbalanced intra- and inter-regional collabora-

tion are rather found to be inefficient. More precise, situations in which organi-

zations are over-embedded in regional networks or fail to connect to inter-regional

knowledge networks are more frequently found in regions with low innovation ef-

ficiencies. Moreover, the observed gap in innovation efficiency between East and

West German regions does not seem to be related to higher collaboration intensi-

ties in East German regions.

The study has a number of shortcomings that may lead the track for future re-

search. First of all, the study relies on patent data to approximate innovation

as well as collaboration behavior. In particular the latter is not unproblematic

as there are many (not considered) factors that influence firms’ engagement in

collaboration and in collaborative patenting (see, e.g., Giuri and Mariani, 2005).

Measures based on collaborative patent data should therefore be confronted with

collaboration indicators constructed from alternative data sources in future re-

search.

The availability of data also restricted the analysis to a cross-sectional approach
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that does not allow disentangling the causal relationship between collaboration in-

tensity and regional innovation efficiency. While the theoretical arguments rather

suggest that collaboration intensity impacts regional innovation efficiency also

mechanism exist that justify the opposite. The extension of the data base to

cover a longer time periods may allow for shedding more light on this issue. It

is also interesting to take a dynamic perspective because the importance of intra-

and inter-regional collaboration intensity are likely to vary between the different

stages of regions’ and industries’ life-cycles (see, e.g., Neffke et al., 2008).

The paper moreover focuses on a single industry: namely, the German Electrics &

Electronics industry. Hence, the findings remain restricted in their generality, as

the observed patterns might be a characteristic of this particular industry. Future

analyses need to be extended covering a wider range of industries.

Collaboration intensity was moreover quantitatively defined without taking into

account differences in the qualitative of collaborations. It is however well known

that it matters with whom firms collaborate as not all partners may offer valuable

and complementary knowledge (Boschma and Iammarino, 2009).

Despite these limitations the study points towards an important issue for the de-

sign of regional policy, which aims to foster innovation by stimulating regional

collaboration. In light of the study’s findings, such initiatives are likely to fail

in situations of already high intra-regional collaboration intensity, or in the ab-

sence of inter-regional links. It is therefore a prerequisite to carefully analyze the

situation of regional organizations and support the type of collaboration they are

missing. Stimulating the wrong type of collaboration (intra- or inter-regional) may

not only yield ineffective efforts, but can even lead to inferior situations. The pre-

sented empirical approach is a good empirical tool for such analyses as it allows

for a detailed evaluation of each region’s particular situation.
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7 Tables & Figures

Distance < 50km # 50 < 200km # Share 1999 Share 2000
GRAD ENG (university) 48.8% 29.8% 41.6% 40.7%
GRAD ENG (tc) 42.3% 35.5% 58.4% 59.3%
GRAD NAT (university) 61.2% 14.9.9% 89.7% 89.8%
GRAD NAT* (tc) 45.4% 36.0% 10.3% 10.2%
* No data available, the shares of all technical graduates taken together are used.
# Data based on Legler et al. (2001) but adjusted for inner Germany mobility

Table 1: Graduates Mobility

Empirical values Estimation
Spill-over source < 50km 200km < < 50km 200km < α
GRAD ENG 45,1% 33,1% 44.70% 34.35% 1.4851
GRAD NAT 60.0% 17.0% 56.34% 29.29% 1.6358

Estimation based on sum of 1999 and 2000 data.

Table 2: Range of spill-overs of graduates, hyperbolic distribution

Technological fields * NACE industries**
Time measurement, controls, computing (TF27) Manufacture of office machinery and computers (DL30)
Acoustics, electronic data storage (TF28) Manufacture of electrical machinery
Nuclear physics (TF29) and apparatus n.e.c. (DL31)
Electrical engineering (TF30) Manufacture of radio, television and
Electronics, communication technology (TF31) communication equipment and apparatus (DL32)
* As defined in Greif and Schmiedl (2002) ** According to the GIC DESTATIS (2002)

Table 3: Definition of the Electrics & Electronics industry according to Broekel
(2007)
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Figure 2: Contour of coop. measures

VAR mean sd median min max skew
PAT 30.30 107.88 8.06 0.00 1763.33 11.01
R&D 656.77 1510.53 196.00 0.00 16548.00 6.41
SIZE 63.00 75.40 38.70 1.67 605.83 3.69
SERV 0.09 0.23 0.05 0.01 3.93 12.89
GRAND ENG 0.00 0.00 0.00 0.00 0.01 1.45
GRAD NAT 0.00 0.00 0.00 0.00 0.01 1.23
GDP 37.83 31.67 24.90 12.20 277.90 3.65
EMP HIGH 11.29 10.40 7.50 2.40 83.50 3.13
SPEC 0.94 1.05 0.56 0.01 7.43 2.58
POP DEN 849.71 1277.86 247.00 43.00 8495.00 3.03
INTRA 0.69 0.58 0.84 0.00 1.86 0.00
INTER 0.88 0.44 0.98 0.00 1.86 -0.67
EFF 1412.82 7121.45 5.02 0.34 72217.98 6.38
EFF H 943.41 4798.52 2.60 0.37 53199.73 6.11
EFF FACT 402.11 3076.25 1.70 0.34 51165.69 9.83
Qz 0.81 0.39 0.98 0.00 2.76 -0.33
Qz H 0.88 0.33 1.00 0.00 2.41 -0.92
Qz FACT 0.91 0.30 1.00 0.00 2.59 -0.97
Number of observations: 1036 (pooled data for 1999-2002).

Table 4: Descriptives
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1st variable p-value 2nd variable p-value
1. GDP 0.001
2. GDP 1 0.09
3. EMP HIGH 0.005
3. EMP HIGH 0.859 SIZE 1
4. EMP HIGH 0.901 POP DEN 1
5. EMP HIGH 0.745 SPEC 0.881
6. EMP HIGH 0.745 SERVICE 1
7. EMP HIGH 0.001 GRAD ENG 0.341
8. EMP HIGH 0.004 GRAD NAT 0.248

Table 6: P-values of variables tested in stepwise procedure.

Set-up INTRA INTER Inputs
p-value p-value

1. 0.073 0.07 R&D
2. 0.006 0.001 R&D, EMP HIGH
3. 0.001 0.068 R&D, EMP HIGH, SIZE, GDP

Table 7: Significance of INTRA and INTER

Intra-regional collaboration intensity

Inter-regional
low medium high

low
isolation A regional

overembeddedness
(-) (+) (-)

collaboration
medium

B balanced coop. C
(-) (++) (+)

intensity
high

supra-regional D overembeddedness
overembeddedness

(-) (+) (-)
(+) indicates a positive, and (-) a negative relationship

Table 8: Relationship between innovation efficiency and collaboration intensity
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